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Chapter 1

Introduction

1.1 Interplanetary Scintillations

The Solar Wind is a neutral plasma which constantly flows out from the Sun and
permeates the interplanetary space. The density inhomogeneities in this plasma
cause the plane wavefront from a distant compact radio source to develop phase
corrugations as it travels through it. By the time the corrugated wavefront travels
to the plane of observation, at the Earth, the phase corrugations develop into an
interference pattern. The scenario is shown schematically in figure 1.1. The mo-
tion of the Solar Wind causes this interference pattern to sweep past the telescope,
translating the spatial variations of the interference pattern into temporal intensity
scintillations. These intensity scintillations are referred to as Interplanetary Scintil-
lations (IPS). This phenomenon finds a good analogy in the twinkling of stars due
to turbulence in the atmosphere.

Hewish, Scott and Wills (Hewish et al., 1964) are credited with the discovery of
this phenomenon and offering the explanation for its cause. Since its discovery in the
mid sixties, IPS has been extensively used as a remote sensing technique to study
the Solar Wind. IPS has been used to study a variety of aspects of the Solar Wind
ranging from the large scale properties of the normal Solar Wind to characterising
the disturbances in the interplanetary medium due to transient activities on the
Sun. Considerable information about the global structure of the Solar Wind and its
changes with solar cycle has been obtained using IPS studies. Physical parameters
of the interplanetary disturbances and their associations with events on the Sun
have also been an active area of research. An excellent review of the work done
in the pre 1978 period is provided by Coles (Coles, 1978). A more recent review
by Kojima and Kakinuma (Kojima and Kakinuma, 1990) incorporates almost all
major developments and focuses mainly on studies of global structure and solar
cycle dependence of the Solar Wind, as learnt from IPS observations.



Direction of
Motion of the
Solar Wind

Incident
Wavefront

Wavefront

Telescope

Figure 1.1: The origin of Interplanetary Scintillations - A schematic illus-
tration — The Solar Wind acts as a medium with fluctuating refractive index to
the incident plane wavefront from a distance radio source. The emergent wavefront
carries an imprint of these fluctuations as phase corrugations which develop into an
interference pattern by the time it arrives at the observing plane. The motion of
the Solar Wind causes this interference pattern to sweep past the telescope giving
rise to Interplanetary Scintillations.



The intensity scintillations also depend on the structure of the scintillating
source. There have, therefore, been many studies which have used IPS to try to
unravel the structure the source, assuming average properties for the Solar Wind.
Before the advent of Very Long Baseline Interferometry (VLBI), IPS and Lunar
occultation studies were the only means of obtaining sub arc second resolutions. An
added advantage which stands even today is that IPS gives high resolution infor-
mation at low frequencies where rather few VLBI studies have been undertaken.
Major surveys were undertaken by Little and Hewish (Little and Hewish, 1968) at
178 M Hz, Cohen (Cohen et al., 1968) at 430 M Hz and Bhandari et. al. (Bhandari
et al., 1974) at 327 M Hz which derived the structures of the scintillating sources in
late 1960s and early 1970s.

A large number of instruments, both ground and space based, are dedicated
to study the solar disc and the corona over a large range of the electromagnetic
spectrum. The many Earth orbiting satellites at 1 AU ! measure various physical
properties of the local Solar Wind. IPS provides measurements of the Solar Wind
in the intervening region from about 0.1 AU out to 1.0 AU and thus provide the
missing link to allow the observations close to the Sun to be related to the Solar
Wind observed at 1 AU. These observations can also help in studying the evolution
of the Solar Wind plasma as it travels out from the Sun.

1.2 Motivation for this thesis

IPS measurements carry an integrated information of the Solar Wind along the
line-of-sight (l.0.s.) to the radio source. It is conceptually simple to realise that if
IPS measurements are made along a large number of [.0.s.s distributed such that
they sample a large volume of the heliosphere adequately, such a data-set must
have the information of the global structure of the Solar Wind in the entire inner
heliosphere hidden in it. The problem of extracting this information from the data-
set is conceptually similar to that of tomography, where one tries to reconstruct the
structure of a NV dimensional object from its projections in N — 1 dimensions.

The proposition of reconstructing the global structure of Solar Wind using IPS
is aided by the following facts — IPS can sample a large fraction of the heliosphere at
any given time and the rotation of the Sun presents many different perspectives of the
same physical regions of the heliosphere to the observer. The epoch of observation
available to us was close to the solar minima, this is the epoch when the time
evolution of the features on the Sun is expected to be the least. The fact that Solar
Wind can be modelled well by a purely radial outflow with a constant velocity allows
one to make a simple model for propagation of the Solar Wind. Most attempts at

11 AU =1.49 x 108 km



modelling the Solar Wind, in the past, implicitly assume it to have a relatively
simple structure which can be represented adequately with a few features.

If one is able to achieve a reliable reconstruction of the Solar Wind in the inner
heliosphere, there are a fair number of issues on which such the results of such an
exercise can shed light. The most important among these are :

1. The radial evolution of the Solar Wind as it traverses out from close to the
Sun to 1 AU is still poorly studied, mainly because of the lack of a suitable
data-set. These observations can provide a data-set suitable for such studies.

2. Close to the solar minima, well defined and stable Co-rotating Interaction
Regions (CIRs) are formed near the solar equator. The CIRs are usually
detected in the plasma data obtained from satellites at 1 AU or beyond and
are correlated with the locations of the coronal holes on the solar disc. Their
evolution and properties are yet to studied in significant detail in the inner
heliosphere. A study which can be made possible by this data-set.

3. IPS is sensitive to the level of turbulence in the Solar Wind. Correlations with
other synoptic observations is expected to lead to some information about the
features on the solar disc which contribute significant turbulence in the Solar
Wind.

4. As the data-set will span a large duration, it is very likely that some transient
events take place during the course of the observations. As the observing strat-
egy would be optimised to get the best possible coverage of the heliosphere, the
interplanetary disturbance will also be very well sampled along an entire range
of heliospheric distances. Data-sets with such extensive coverage of transients
can yield comparatively well constrained models for the disturbance and its
evolution with heliospheric distances.

Such a detailed study using the IPS data may lead to some surprises as well, as
most of the data-sets available in the past have usually been too sparse to look for
fine features.

A data-set suitable for such an exercise shall necessarily require large amounts
of observing time on a sensitive telescope, in order to achieve a good coverage of the
heliosphere. We had our disposal practically unlimited observing time at the Ooty
Radio Telescope, which is a very sensitive instrument for this exercise. This exercise
provided a good opportunity to exploiting this advantage to the hilt.



1.3 The present work

It was argued in the previous section that IPS observations can generate a data-set
which has the information of the global structure of the Solar Wind in the entire
inner heliosphere. The reconstruction of the global structure of the Solar Wind
from such data relies crucially on the assumption that the time evolution, in the
minimum duration of the period which is required to obtain a complete coverage of
the heliosphere, is not significant enough to render the data-set inconsistent. Other,
equally crucial, inputs to the reconstruction process are the laws of propagation of
the Solar Wind. The most important aspects which have been dealt with in the
present work are enumerated below :

1. The starting point of this exercise was to acquire an IPS data-set which is
suited to the requirements of attempting a tomographic reconstruction of the
Solar Wind in the inner heliosphere. Such a data-set has been obtained using
the Ooty Radio Telescope, India. The data-set has extensive coverage of the
relevant parts of the inner heliosphere, spans more than 4 Carrington rotations,
amounts to 5,418 observations of scintillating sources and calibrators and used
~ 1,500 hrs of telescope time. This data-set is one of the few of its kind which
provide a dense coverage of the inner heliosphere for extended periods of time.

2. An automated procedure to estimate the parameters of the featureless Solar
Wind model which represent the best fit to the observed data has been devel-
oped. The procedure has been tested rigorously and has been demonstrated
to work efficiently. This procedure provides, for the first time, an objective
means of arriving at the parameters of best fit featureless Solar Wind model.
The availability of such a procedure reduces the possibilities of human errors
and biases and also the drudgery involved in fitting models to large volumes of
data. It forms an important part of the tomographic reconstruction procedure
and has made it possible to run many more simulations and experiments than
would have been possible otherwise.

3. It was required to develop an analysis procedure which uses the IPS data as
input and provides a global model for 3D distribution of the physical properties
of the Solar Wind consistent with the data-set as the output. An analysis
procedure which fulfils these requirements has been developed. This procedure
has been extensively tested using simulated data which satisfies the assumption
of no time and radial evolution made by the analysis procedure. It has been
established that the analysis procedure is sensitive to stable structures in the
Solar Wind and the coverage of the heliosphere obtained by the data-set is
adequate to reconstruct the structure of the Solar Wind in the equatorial belt
of the Sun.



4. Having ascertained the effectiveness of the reconstruction procedure on simu-
lated data, it was next required to establish if the assumptions required by the
procedure are met by the IPS data obtained. The effects of violations of the
assumptions and the reliability of the tomographically reconstructed models
for the Solar Wind in the inner heliosphere have been studied.

5. The data-set obtained being very well suited for studying the radial evolution
of the Solar Wind properties, we performed a careful analysis to study the
radial evolution of the average velocity of the Solar Wind. This exercise led to
the conclusion that the average IPS velocity of the Solar Wind shows a trend
to decrease slightly between 0.3 and 1 AU. This conclusion is at variance with
the standard models for the Solar Wind which predict the velocity to increase
slightly in the range of the radial distances studied. We present an explanation
for the trend seen in the data.

Any transient events on the Sun during the course of the observations which
give rise to disturbances which propagate through the Interplanetary Medium are
quite likely to sampled very well by the data-set. The data corresponding to the
events can be used independently to build a detailed model for the Interplanetary
Disturbances. Two significant transient events which led to Interplanetary Distur-
bances (Section 1.6) took place during the period of the observations and have both
been very well sampled by the data-set.

1.4 Solar Wind

1.4.1 Early Developments

The earliest hints about events on the Sun having a significant effect on the Earth
came about 150 years ago. Carrington, in 1859, noticed that a major geomagnetic
storm began about 1.5 days after a solar flare was observed on the Sun. He ten-
tatively suggested a causal relationship between the solar and geomagnetic events.
Subsequent investigations revealed numerous examples of apparent associations be-
tween solar flares and large geomagnetic storms. Lindemann tried to explain this
relationship by suggesting that the geomagnetic storms result from an interaction
between the geomagnetic field and the high speed plasma ejected into the Interplan-
etary Space by solar activity. A periodicity of 27 days, the rotation period of the Sun
as observed from Earth, was also noticed fairly early in the studies of geomagnetic
activity. The persistent presence of some form of auroral and geomagnetic activity
led to the suggestion that the charged particles from the Sun impact and perturb
the geomagnetic field almost continuously. Variations in the cosmic ray intensity,



measured on the surface of the Earth, were found to follow an ~ 11 year cycle, 180°
out of phase with the solar activity cycle. One possible explanation of this fact was
that the magnetic fields embedded in plasma clouds emitted from the Sun during
flares sweep away the cosmic rays from the interstellar space.

The first evidence for a continuous outflow of plasma from the Sun came from
Biermann’s observations of ionic comet tails in early 1950s. He noticed that the
comet tails always point away from the Sun, independent of the orbital inclination,
and offered an explanation in terms of an interaction between the material emitted
from the comets and the plasma continuously moving away from the Sun. Biermann
estimated a particle flux of ~ 10° protons em=2 s=! at 1 AU, remarkably close to
the modern day estimates from in-situ satellite observations at 1 AU of ~ 4 x 10%

protons cm™2 s~ L.

1.4.2 Parker’s model

On the theoretical front, most theories of solar atmosphere treated the corona as
static and gravitationally bound till late 1950s. The main stumbling block for this
model was that it required the pressures at very large distances from the Sun to be
seven to eight orders of magnitude larger than the estimated pressure of the inter-
stellar plasma. This mismatch in pressure at large heliocentric distances inspired
Parker to reason that the solar corona could not be in static equilibrium and there-
fore must be expanding. In 1958 Parker presented his theoretical model for the Solar
Wind which used hydrodynamic equations for conservation of mass, momentum and
energy for a hot solar corona. Figure showing velocity evolution of the Solar Wind
as a function of radial distance from the Sun is reproduced from his original work.
His model gave a picture in which the velocity of the Solar Wind is low close to the
Sun and becomes supersonic as it traverses away from the Sun and has vanishingly
small pressure at large heliocentric distances. Parker coined the term Solar Wind to
emphasise the fluid character of the solutions which describe the continuous super-
sonic coronal expansion. Firm observational evidence for existence of Solar Wind
was presented by Snyder and Neugebauer by direct measurements using the plasma
analyser onboard the Mariner-2 space probe in 1962.

1.5 Means of studying the Solar Wind

The Solar Wind has been studied using both direct sampling methods using space ob-
servatories and remote sensing techniques. Numerous satellites have been launched
in order to study the physical properties of the Sun and the Solar Wind. The
payloads on board these satellites perform a variety of different measurement and
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Figure 1.2: Speed of the Solar Wind with heliocentric distance — The figure
shows Parker’s original solutions for speed of the Solar Wind as a function of the
heliocentric distance for different values of coronal temperatures. This figure has
been reproduced from Interplanetary Dynamical Processes, 1963.



can be categorised broadly into plasma analysers and flux monitoring or imaging
instruments. The plasma analysers perform in-situ measurements of the local So-
lar Wind plasma. They measure physical parameters like number density, velocity,
temperature of electrons and protons and magnetic field orientation and magnitude.
The other instruments monitor the flux of the Sun in various wavebands ranging
from UV to hard X rays and image of the solar disc and the corona in a range of
wavelengths from UV to hard X rays. Among the remote sensing tools, IPS is the
most important and often used technique to study the Solar Wind.

Both, direct sampling and remote sensing observation techniques, used to study
the Solar Wind, have their respective advantages and disadvantages. Direct sam-
pling by satellites provides data which is much less dependent on the various as-
sumptions which are crucial for interpreting the indirect observations. Satellites,
on the other hand, provide only spot measurements of plasma parameters, which,
in principle, cannot distinguish between temporal and spatial variations in a model
independent manner. The vast expanse of the heliosphere is sampled very poorly
by our existing set of satellites and their locations, relative to each other, are rarely
suitable for investigating large scale structure in the Solar Wind. IPS, on the other
hand, has the advantage that it has a large fraction of the inner heliosphere ac-
cessible to it any given time and IPS measurements are inherently sensitive to the
distribution of Solar Wind properties along the entire /.0.s.. IPS thus forms an ideal
and low cost tool to investigate the large scale structure of the Solar Wind, which
cannot be studied by any other existing means. As IPS is an indirect measurement
technique, IPS observables can be related to Solar Wind parameters only in a model
dependent manner. The current state of the knowledge about the Solar Wind con-
strains the values of some of the parameters of the IPS model for Solar Wind to lie
in a small range, so the uncertainties in interpretation, due to the dependence on
model parameters, is not large.

1.6 Properties of the Solar Wind

A large body of information has been gathered about the Solar Wind from both
ground and space based observations since the first direct observational evidence for
Solar Wind in 1962. This section discusses some of the rather well established prop-
erties which are of relevance to this work and are often referred to in the following
chapters. An excellent treatment of the subject is available in considerable detail
along with a useful set of references in a set of two volumes edited by Schwenn and
Marsch (Schwenn and Marsch, 1990a,b).



General properties

Solar Wind has traditionally been thought of as being composed of two distinct
components, a smooth and featureless ambient or quiescent component which is
ubiquitous and has reasonably well known and stable large scale properties and a
disturbed component which constitutes primarily of transients and is superposed
on the ambient Solar Wind. Most of the discussion in this section relates to the
ambient Solar Wind and especially to its properties close to the minima of the
solar activity cycle. The simplest models of the Solar Wind assume the ambient
medium to be a featureless steady outflow of magnetised coronal plasma. For such
models the radial profiles for velocity and density of the plasma are well known. The
acceleration region of the Solar Wind lies close to the Sun and most observations
have found the Solar Wind to be already accelerated to its velocity at 1 AU by
the time it reaches ~ 20 R;. The Solar Wind velocity is almost purely radial, the
non-radial components of the velocity are usually smaller than a few percent of the
radial component. Beyond the acceleration region, the ambient Solar Wind plasma
is believed to flow outwards with practically a constant velocity. As a consequence of
the radial outflow with a constant velocity, the number density of the ambient Solar
Wind plasma falls of as B2, where R is the heliocentric distance. It has now been
established that the ambient wind is endowed with considerable structure and that
its large scale properties change with the phase of the solar activity cycle. There is
now a growing consensus that the ambient wind comprises of two distinct kinds of the
Solar Wind, the slow wind and the fast wind which differ in their physical properties
and sites and mechanisms of origin and can be clearly distinguished between by the
present, observations.

Structure of Interplanetary Magnetic Field

The plasma comprising the Solar Wind is a very good electrical conductor. As the
consequence, the solar magnetic field is frozen in the plasma. As the coronal plasma
expands away, it carries along with it the solar magnetic field. The near radial
motion of the Solar Wind and the rotation of the Sun cause the magnetic field lines
to bend into spirals, in the plane of the solar equator. The pitch angle of the spiral
is related to the angular speed of rotation of the Sun, Qg 2 and the velocity of the
Solar Wind, Vg, by the relation :

do = Q. dt = 0, -2 (1.1)

Vsw

where df is the change in the azimuthal angle in time dt and dt is the time taken
to travel a radial distance of dR with a constant radial velocity, Vsy,. Such spi-

2o = 1.642 x 10~ *deg sec™"



rals, which turn through equal angles in equal radial distances, are referred to as
Archimedean spirals. Figure 1.3 shows the structure of the magnetic field in the
Interplanetary Medium in the solar equatorial plane, as seen from the solar North
pole. A constant radial speed of 400 km sec™* has been used to generate the spirals.
The magnetic field lines of force are inclined at ~ 45° to the radial direction from
the Sun at 1 AU. The magnetic field lines trace out the locus of the plasma packets
arising from a given fixed point on the solar surface, while the individual plasma
packets themselves move radially outwards. The field lines outside the plane of the
solar equator are also spirals wrapped around the solar rotation axis. This picture
is in reasonable agreement with the observed average orientation of magnetic field
at a range of heliocentric distances and latitudes, though the instantaneous values
of the magnetic field undergo large deviations.

Stream Structure

It was realised quite early, from the photographs of the solar corona taken at the
times of solar eclipse, that the solar corona is highly structured and changes very
significantly during the solar activity cycle. It is, therefore, reasonable to expect
that this structure and time variability should also manifest itself in the Solar Wind
which the corona expands into. While the Parker’s model describes a featureless
Solar Wind, the real Solar Wind is known to have considerable structure. In the
ecliptic plane, the Solar Wind tends to be organised in alternating low and high
velocity streams, especially close to the solar minima. The high speed streams
originate in the coronal holes. Coronal holes are regions of large spatial extent in
the solar atmosphere with practically unipolar field and are comparatively inactive
regions of the solar surface. These regions appear dark in coronographs because the
coronal density in them is rather low. The low density arises because the plasma
in the coronal hole regions can expand with comparative ease by flowing along the
field lines. The closed magnetic field lines, on the other hand, restrain the plasma
from freely expanding away and the slow wind arises from above these more active
regions of the Sun and shows much higher variability of all its properties. The high
speed streams are therefore unipolar in nature while sharp long lived field reversals
take place in the intervening slow speed wind streams.

The Ballerina Skirt Model

The magnetic field of the Sun can be described by a dipolar magnetic field, to a
first order. Close to the minima of solar activity cycles, the following scenario holds.
The magnetic poles of the Sun are covered by large coronal holes, areas of open
magnetic field lines. Some of the coronal holes migrate to low latitude regions, well
into the equatorial regions. This is due to the fact the global solar dipole axis is



Line-of-sight
(l.o.s) to
the radio source

(s

Earth

Figure 1.3: Structure of the magnetic field in the Interplanetary Medium —
A view of the structure of the magnetic field in the solar equatorial plane, as seen
from the North pole is shown. The velocity of the Solar Wind is assumed to be a
constant and along the radial direction and is shown by the arrows. A velocity of
400 km sec™! has been used to generate this figure. The radial velocity of the Solar
Wind causes the magnetic field lines frozen in the plasma to bend into Archimedean
spirals. For a velocity of 400 km sec™!, the magnetic field lines make an angle of
~ 45° with the radial direction from the Sun at 1 AU.



titled with respect to the solar rotation axis, though tilt is small at solar minima.
The active regions, with their closed magnetic field configurations, are confined to
the equatorial regions on the Sun. There is a thin boundary which separates the
hemisphere with positive open field lines from the one with negative open field lines.
This boundary takes the form of a sheet as the Solar Wind is convected away and
is referred to as the Heliospheric Current Sheet (HCS). The warps in the HCS make
it appear like the skirt of a twirling ballerina. This skirt is generally attached to
the corona in the middle of the near-equator activity belt and in between the large
coronal holes. This model, referred to as the Ballerina Model was first proposed by
Alfven (Alfven, 1977). The undulations in the HCS, lead to the consequence that the
magnetic field detected by the Earth orbiting satellites is organised into alternating
regions of positive and negative polarities. The HCS is usually detected in the
satellite plasma data as a region of high plasma density with long lived structures of
opposite magnetic field polarities sandwiching it. This organisation of the magnetic
field is referred to as sector structure of the Solar Wind and the size and the number
of structures is closely related to the structure of the underlying corona.

Latitudinal Structure

Historically, the first indication for the variation of Solar Wind properties with
heliographic latitude came from IPS studies by Dennison and Hewish, in 1967, when
they reported for the first time a trend for velocity of the Solar Wind to increase at
high latitudes (Dennison and Hewish, 1967). Coles and Rickett presented convincing
evidence, using IPS data, for an increase in the velocity of the Solar Wind out of the
equatorial plane (Coles and Rickett, 1976). Many subsequent observations have now
established the latitudinal structure of the Solar Wind on a firm footing (Kojima
and Kakinuma, 1990; Ananthkrishnan et al., 1995).

In view of the fact that the embedded magnetic field in the Solar Wind can
strongly influence its properties by channelling the coronal expansion (Hundhausen,
1972), many investigations were carried out to study the association of the Solar
Wind structure with the heliomagnetic, rather than heliographic, latitude. In the
current context, the term heliomagnetic latitude, denotes the local latitudinal sepa-
ration from the warped HCS, the heliomagnetic equator. As the solar activity cycle
progresses from a minima to a maxima, the angle between the heliomagnetic axis
and the axis of rotation of the Sun increases. This leads to increasing warps of larger
amplitudes in the HCS and causes the sector structure to extend to much higher
latitudes. Most of these studies exploited these warps in the HCS to sample a sub-
stantial range of heliomagnetic latitudes using spacecrafts confined to the ecliptic.
Many such studies were compared by Bruno (Bruno et al., 1986) and all of them
had the common characteristic that the slow Solar Wind is found in a belt with a



width of about +20° around the heliomagnetic equator and only high speed wind
is found outside this region. Kojima and Kakinuma (Kojima and Kakinuma, 1990)
also arrive at a similar conclusion using IPS data. Close to the solar minima, the
heliomagnetic equator is close to the heliographic equator, hence heliomagnetic and
heliographic latitudes do not differ much from each other.

Co-rotating Interaction Regions

As has been mentioned before, close to the minimum of the solar activity cycle, some
of the coronal holes migrate down to the equatorial belt. These coronal holes are
often stable over time scales of many solar rotations * and lead to the high and low
speed streams described earlier. When the coronal expansion is spatially variable
but time stationary, steady flow patterns develop in the equatorial plane, due to
interaction of the slow and the fast Solar Wind. These long lived patterns co-rotate
with the Sun.

The curvature of the flux tubes is inversely proportional to the velocity of the
plasma contained in the flux tube (equation 1.1). The flux tubes with plasma
at higher velocities are less tightly wound than the ones with plasma at slower
velocities, their angular separation, therefore, changes as they propagate radially

outwards. To provide a feel for the magnitude of this effect, the separation between

1

Archimedean spirals followed by two streams with velocities 300 and 600 km sec™",

respectively, changes by 41° as they travel from the solar surface to 1 AU. The
rotation of the Sun, therefore, causes the Archimedean flux tubes containing plasma
at a higher velocity to collide and interact with slower plasma ahead of it, as shown
in Figure 1.4. As the fast moving Solar Wind tries to overtake the slower plasma
ahead of it and moves away from the slower plasma behind it, the structure of Solar
Wind along the longitude, its longitude profile, changes as the wind moves outwards.
The fast wind cannot stream though the slow wind because the two are threaded
by different magnetic field lines which are frozen in them. The longitude profile of
velocity evolves towards a rapid rise and slow decay shape, this is referred to as
steepening of the velocity profile of the wind. The plasma on the rising part of the
high speed stream has high density and is compressed and the plasma on the slow
decay part of the high speed stream has a lower density than the ambient Solar
Wind. The difference in velocity of the plasma in different flux tubes, thus, leads
to the development of regions of compression and rarefaction, of both the plasma
and the magnetic field. The compression regions in such a pattern are referred to
as Co-rotating Interaction Regions (CIRs).

In presence of compressions and rarefactions the number density evolution of
the Solar Wind streams differs significantly from the R~? dependence, expected

30ne solar rotation period is ~ 27days and is also referred to as Carrington period
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Figure 1.4: Formation of Co-rotating Interaction Regions — The figure il-
lustrates, schematically, the scenario which leads to formation of quasi-stationary
Co-rotating Interaction Regions (CIRs) in the plane of the ecliptic. The curves rep-
resent the Archimedean spirals which the magnetic field lines get bent into and the
arrows the magnitude of the radial velocity vector. The sense of rotation of the Sun
is also marked. The higher velocity streams push against the slower moving plasma
ahead of it and lead to the formation of compression regions. The excess pressure
in these over-dense regions leads to development of pressure gradients which impart
non-radial velocities to the Solar Wind plasma. The figure also shows the Earth
with a few l.0.s. to distant sources passing through the CIRs.



from spherical symmetry, and longitudinal pressure gradients also develop. These
pressure gradients tend to fill in the rarefaction regions and also impart non radial
velocities to the plasma on either side of the CIRs. As interaction is not significant in
rarefied medium, the radial evolution of the trailing edges of the high speed streams
is not effected significantly by the longitudinal pressure gradients. The situation is
dramatically different for the leading edges of the high speed streams. The matter
involved in a CIR may originate from a coronal longitude range of 70° or more
by the time it reaches 1 AU and the longitude range from where the CIR receives
contribution increases with heliocentric distance. The leading edge of the high speed
streams slows down due to piling up of the slower moving plasma ahead of it.

If the amplitude of the high velocity stream is large enough, the pressure in the
leading edge of the high velocity stream increases non-linearly as velocity profile of
the stream steepens and pair of shock waves form on either side of the high pressure
region. The shock at the front of the CIR is referred to as the forward shock and
it propagates into the plasma ahead of it, the shock on the rarefaction side of the
CIR, which propagates towards the Sun, is referred to as the reverse shock. Both
these shocks are convected away by the large bulk velocity of the Solar Wind. Few
high velocity streams steepen sufficiently to develop into shocks within 1 AU. By
~ 2 AU most of the CIRs have shocks associated with them and beyond ~ 5 AU
a large fraction of the mass in Solar Wind has been swept up by the shocks and is
found within the compression regions bounded by shock waves on the rising part of
the damped high speed streams.

Transients - Interplanetary Disturbances

Apart from the recurrent variations in the Solar Wind, which can be understood in
terms of spatial variations in the co-rotating structures, there are sporadic distur-
bances which involve true temporal variations. These are referred to as Interplane-
tary Disturbances (IPDs). The most striking of these are the Interplanetary shock
waves which propagate outwards from the Sun. Such a shock is seen by an observer
as an abrupt change in the values of the physical properties of the Solar Wind like
speed, density, temperature and the strength and orientation of the magnetic field.
The change in the values of the physical properties persist for time scales of many
hours after the shock front has passed through, at 1 AU. An example of such a shock,
from the period of observations presented in this work, is shown in Figure 1.5. It
is now believed shock waves with thickness much smaller than the collision length
scales can form in magnetised plasma of the Solar Wind, such shocks have been
given the name Collisionless shocks. A shock front moving outwards through the
Solar Wind overtakes the slow wind ahead of it and accelerates and heats up the
material which passes through it. The shock thus transfers energy and momentum
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Figure 1.5: An Interplanetary Disturbance, as seen in Solar Wind plasma
at 1 AU - The figure shows the time series of Solar Wind speed, proton density,
thermal speed and N/S flow angle seen by the CELIAS/MTOF instrument onboard
the SOHO satellite. This event has been identified to be an Earth directed Coronal
Mass Ejection which was launched from the Sun on the 12" May 1997 and was seen
at 1 AU on the 15" of May 1997.



to the Solar Wind shocked medium. Unless the momentum and the energy of the
shock are continually replenished, the shock must decelerate as it moves outwards.

The solar origins of these shocks have been a subject of considerable interest
for the past many years. Traditionally they were believed to be associated with
solar flares. It has, however, remained difficult to establish a definite connection
between the flares and interplanetary shocks and their association does not find much
favour now. The availability of space borne coronal instruments, which provided
images of the corona with unprecedented angular and temporal resolution, led to
the discovery of major class of temporal disturbances of the coronal plasma, the
Coronal Mass Ejections (CMEs). These instruments provide spectacular time-series
of images which show “relatively dense and discretely bounded coronal material
being propelled irretrievably into interplanetary space” (Bird and Edenhofer, 1990).
The ejection speeds of the CMEs range from less than ~ 50 to 2000 km sec?
at ~ 5 Ry and the mass of the ejected solar material lies in the range 10'° to
101 gm. The faster CMEs are believed to be a primary source of transient Solar
Wind disturbances, typically 1/3 of the CMEs in the ecliptic plane have sufficiently
high speeds to develop into shocks by the time they reach 1 AU. The frequency of
CMEs is closely related to the solar activity cycle - while an average of 3.5 day™*
CMEs are launched close to the peak of the solar activity cycle, their number reduces
to 0.5 day ! close to the minima. Opening angle of a typical CMEs is ~ 45°, though
some of them may have opening angles as large as 90° by 5 Ry. Flares and CMEs
are not always observed in association with solar flares, this fact does not allow
them to be related to each other as cause and effect or wvice-versa. It is natural
to expect CMEs to develop into IPDs as they propagate away from the Sun, but
whether CMEs are the only causes of IPDs remains an open question.

Physical parameters of the quiet SW at 1 AU

A large number of satellite missions have been devoted to the study of the Solar
Wind, since early 1960s. An overwhelming majority of these satellites are Earth or-
biting and therefore sample the Solar Wind only in the ecliptic plane and at 1 AU.
Over the past many years a vast database of measurements of physical properties of
Solar Wind has been generated using the plasma analysers on-board these satellites.
The statistical properties of the Solar Wind at 1 AU derived from these measure-
ments in the ecliptic plane are listed in Table 1.1. This table is reproduced from
Gosling (Gosling, 1997). The table includes the mean values, standard deviations
about the mean values, most probable values, median values and the 5-95% range
limits for the parameters. The parameters listed are number density of protons (n),
the velocity of the Solar Wind (Vs ), the magnetic field strength (B), the « particle
abundance relative to protons (Ag.), the temperatures of protons, electrons and «



Table 1.1: Statistical properties of the Solar Wind at 1 AU in the plane
of the ecliptic — The table gives statistical values of various physical parameters
of the Solar Wind, as determined by in-situ satellite measurements at 1 AU in the
ecliptic plane. The first column identifies the parameter, the second gives the mean
values, the third the standard deviations about the mean values, the fourth the most
probable values, the fifth the median values and the last the 5-95% range limits for
the parameter. n is number density of protons, Vsy the velocity of the Solar Wind,
B the magnetic field strength, Ay, the o particle abundance relative to protons,
T,, T, and T, the temperatures of protons, electrons and o particles respectively,
nSgw the flux of the Solar Wind and C and Cy4 the sound and the Alfven speeds
respectively. This table is reproduced from Gosling (Gosling, 1997).

Parameter Mean | rms | Most probable | Median 5-95%
n (em™3) 8.7 6.6 5.0 6.9 3.0 - 20.0
Vsw (km sec™) 468 | 116 375 442 320 - 710
B (nT) 62 | 2.9 5.1 5.6 22-99
Apge 0.047 | 0.019 0.048 0.047 | 0.017 - 0.078
T, (x10° K) 1.2 0.9 0.5 0.95 0.1-3.0
T, (x10° K) 1.4 0.4 1.2 1.33 0.9-20
T, (x10° K) 5.8 5.0 1.2 4.5 0.6 —15.5
T./T, 1.9 1.6 0.7 1.5 0.37 - 5.0
T./T, 4.9 1.8 4.8 4.7 23-175
nVsw (x10% em2s71) | 3.8 2.4 2.6 3.1 1.5-78
C, (km sec™?) 63 | 15 59 61 41 - 91
Ca (km sec™) 50 24 50 46 30 - 100




particles (7}, T. and T,), the flux of the Solar Wind (nVsw) and Cs and C4 the
sound and the Alfven speeds (Cs and Cy4). As is evident from this table, the Solar
Wind parameters vary over a considerable range. The speed of the Solar Wind is
much larger than sound speed and Alfven speed at 1 AU, the flow is thus both
supersonic and superalfvenic. It is also interesting to note the average values of T,
T, and T, are not equal.

1.7 Organisation of the thesis

The thesis is organised in eight chapters, the basic thrust of each of them is briefly
described below.

The present chapter introduces the technique of IPS and offers a very brief
historic account of the development of the subject. This chapter also presents the
motivation for the present work, introduces the Solar Wind and describes a few
established properties of the Solar Wind of relevance to this work.

The second chapter discusses the theory of IPS. The emphasis has been on pre-
senting the final frame work of the formulation used and discussing it in some depth
rather than developing the formalism. The formalism is justified using physical ar-
guments rather than mathematical rigour. The assumptions relied upon and their
domains of validity are clearly highlighted. The effects of each of the parameters of
the Solar Wind model on the observed power spectra are also discussed.

The third chapter begins with a discussion of the estimation of the properties of
the Solar Wind from single station studies of IPS, the applications they have been
used for and their limitations. It goes on to point out violations of the assumptions
made by these models in the actual Solar Wind scenarios. The formulation of the
problem of tomography is presented and the basic requirements for an observable to
be useful for a tomographic reconstruction are discussed. The feasibility of using IPS
data for a tomography reconstruction of the Solar Wind in the inner heliosphere is
discussed. The data, software and computing requirements for such an exercise are
estimated. The advantages and limitations of such a reconstruction are presented.

The fourth chapter describes the data-set which was obtained to attempt a to-
mographic reconstruction of the Solar Wind. The criterion for source selection and
the coverage of inner heliosphere achieved by the data-set are discussed. The data
processing carried out to compute the basic IPS observables, the scintillation index
and the power spectra of intensity fluctuations is described along with computa-
tion of their respective statistical uncertainties. Computation of ¢ values is also
described.

Chapter five discusses the automated procedure developed to estimate the best



fit IPS model for the observed power spectra. This procedure is basically a x? min-
imisation procedure with the y? defined in an appropriate manner. The criterion
which a suitable definition of the x? must satisfy are presented. Our implementa-
tion of the procedure is discussed in considerable detail. The extensive simulations
carried out to validate the automated procedure and their results are described.
The results of using the procedure on the observed data are shown and a discussion
on their interpretation is presented. The reliability of the automated procedure is
clearly established by presenting a large number of power spectra which provide a
fair sample of the observed data-set. A glimpse of the observed data-set is provided
in the form of time series of IPS parameters estimated for individual sources.

The sixth chapter describes our results regarding the radial evolution of the
Solar Wind. We see a significant trend for decrease in the average IPS velocity
of the equatorial Solar Wind as it travels outwards. The observed decrease in the
average velocity with radial distance is critically examined. It is shown that the
trend is a genuine feature of the data-set and is not an artifact of the analysis
procedure or the sampling of the heliosphere. Our interpretation of this result is
also presented.

Chapter seven discusses our formulation of the problem of tomographic recon-
struction and highlights the differences from and improvements over the previous
attempts. The large set of simulation done to validate both the software and the
methodology developed are presented. The results of the simulations which estab-
lished the efficacy the both the software and our procedure are discussed in detail.
The results of application of the methodology to the observed data-set are presented
and some comparisons with other independent data-sets are made. The conclusions
drawn from these results and their implications are discussed in depth.

The final chapter summarises the conclusions arrived at in this work and makes
some comments on the utility of tomography as a routine investigation tool for the
Solar Wind.






Chapter 2

Theory of Interplanetary
Scintillations

2.1 The geometry of IPS observations

The relative positions of the Sun, the Earth and the line-of-sight, l.0.s., to the
radio source define the geometry of IPS observations. The Heliographic coordinate
system, with its origin fixed on the Sun, is the one most suited for the problem. The
geometry is shown schematically in Figure 2.1. The angle between the Sun — Earth
line and the direction to the distant radio source is referred to as elongation, €. It
is a measure of how close the l.0.s. to the source passes to the Sun. The point on
the l.o.s. closest to the Sun is labelled by P and is referred to as the P-point in the
literature. The distance of the P-point from the Sun, p, is given by the expression :

p = R sin(e) (2.1)

where R is the Sun — Earth distance. The eccentricity of the Earth’s orbit being
very small, R differs from its mean value of 1AU by at most ~ 2.0%. Therefore
sin(e) ~ p expressed in AU, to a good approximation. We have however chosen not
to make this approximation.

In order to understand the origin of IPS, consider a plane electromagnetic wave
of wavelength, A = 27/k, from a point radio source at infinity propagating along
the —Z direction and encountering a thin screen of thickness Az at a distance Z.
The electron density fluctuations in the screen give rise to phase fluctuation on the
emergent wavefront. These phase fluctuations develop into intensity fluctuations
by the time the wavefront arrives at the observing plane at Z = 0. The electron
density fluctuations in the thin screen sweep past the observer with a velocity V', the
velocity of the Solar Wind. The motion of the electron density fluctuations cause
the interference pattern to sweep past the telescope. The motion of the interference
pattern past the telescope gives rise to the intensity fluctuations observed.



Line-of-sight (l.0.s.)
to the radio source

Earth

Figure 2.1: The Sun, the Earth and the l.0.s. geometry — The figure shows the
relative positions of the Sun, the Earth and the [.o.s., to the distant radio source.
Sun-Earth distance is denoted by R and the elongation by €. z measures the distance
of a point on the l.o.s. from the Earth. P is the point on the [.0.s. closest to the
Sun and p is its distance from the Sun. @) is the geometric projection of P-point on
the solar surface and gives its heliographic co-ordinates. Heliographic latitude of @
is marked by 6.



We follow the convention that the sources on the East of the Sun have positive
elongation and those on the West have negative elongation. The elongation of an
ecliptic source changes approximately by a degree per day, a consequence of fact
that the revolution of the Earth around the Sun takes a year.

The point (), where the line joining the P-point to the centre of the Sun cuts the
surface of the Sun, defines the geometrically projected heliographic latitude, 6., and
the heliographic longitude, ¢4, of the P-point. The entire [.0.s. can be geometrically
projected on to the solar surface in a similar manner, as shown in Figure 2.2, to give
the geometric footpoints of l.0.s. on the solar surface.

The heliographic equator and the ecliptic make an angle of ~ 7° to each other.
This small angle has the consequence that the l.o0.s.s to ecliptic sources always
sample regions close to the equator on the Sun. Non-ecliptic sources also sample
low heliographic latitudes at large elongations but the /.0.s.s to them move to higher
heliographic latitudes with decreasing elongations as shown in Figure 2.3. Figure 2.4
shows how the geometrically projected footpoints of [.0.s.s to an ecliptic and high
latitude source change with elongation. This figure shows clearly that the Solar
Wind sampled by any given [.0.s. arises from a region of considerable spatial extent
on the Sun.

As the distance of different points on the lo.s. from the Sun is significantly
different, the time taken for the Solar Wind plasma to travel from the Sun to different
parts of the [.o.s. can differ by as much as a few days (the propagation time from
the Sun to 1 AU is ~ 4 days for Solar Wind travelling at 400 km sec™'). Figure 2.5
shows the footpoints of the l.o.s.s with the propagation delay accounted for. The
propagation time, ¢,, is given by :

t, = (2.2)

where R(z) is the distance of a point on the Lo.s. from the fiducial source surface
and v, is the radial component of the velocity of propagation of the Solar Wind.
In the time ¢,, the region from where the Solar Wind would have reached the l.o.s.
would have rotated by an amount given by :

¢tp = CLJ@tp (23)

where wg, is the angular rotation velocity of the Sun. The regions of the solar surface
sampled by a l.o.s. differ from the geometric footpoints of the l.0.s. by an amount
¢1,. A featureless Solar Wind model with a constant velocity of 400 km s~ has been
used and radial evolution has been assumed to be absent. A given l.o.s. therefore
not only samples the Solar Wind arising from a region of considerable spatial extent
but different parts of the [.0.s. also sample the Solar Wind which originated from
the Sun over times spread over a few days.



Line-of-sight (l.0.s.)
to the radio source

Figure 2.2: The geometric projection of l.o.s. on the solar surface — The
locus of the points where the line joining each of the points on the l.0.s. to the solar
centre intersects the solar surface defines the geometric projection of the l.o.s. on
the Sun. It is marked by the bold line on the surface of the Sun. The equatorial
plane of the Sun is shaded dark gray and the plane containing the [.0.s. and the Sun
is shaded light gray. A few representative lines from the [.0.s. to the centre of the
Sun are also shown. The [.o.s. shown here is to a non-ecliptic source, consequently
the geometric projection of the [.o.s. samples a large range of heliographic latitude.
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Figure 2.3: Change in the heliographic latitude of the P-point with elon-
gation — The elongation and heliographic latitude for an ecliptic source (first panel)
and a high heliographic latitude source (second panel) are presented as a function
of the time of observation (Day of Year 1997). 0005-062 was chosen to represent the
behaviour for ecliptic sources and 0134+329 (3C48) for the high latitude sources.
The + and x symbols represent the values of elongation and heliographic latitude,
respectively, for actual observations. Both the panels are plotted to the same scale,
along the Y axis, to facilitate comparison. The elongations for both the sources
span a very similar range. The heliographic latitude for the ecliptic source always
remains in the range —10° to 0° while that for the high latitude source changes from
~ 10° at large elongations to ~ 65° at small elongations.
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Figure 2.4: Behaviour of the geometrically projected footpoints of the
l.o.s.s with elongation — This figure illustrates the changes in the geometrically
projected footpoints of the l.0.s. to a source as the elongation of the source changes.
The first panel shows the l.0.s.s to an ecliptic source, 0005-062, and the second to
a high latitude source, 0134+329. The lo.s.s for elongations in the range ~ 20° —
70° have been plotted at ~ 10° interval. The [.o.s. has been plotted out to 2 AU,
starting from close to the position of the Earth. The apparent increase in length of
the lo.s., as it moves to higher latitudes, is an artifact of representing a spherical
surface on a 2D plot. The small spread in the fys at which the lo.s.s begin is
because of the changes in the ; of the Earth. Both the panels are plotted to the
same scale.
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Figure 2.5: Projected l.o.s. with propagation delay accounted for — The
figure shows the changes in the geometric footpoints of [.0.s.s to three different
sources observed on the same day on taking the propagation time of the Solar
Wind from the solar surface to the l.o.s. into account. The dashed lines are the
geometric footpoints of [.0.s.s and the solid lines the footpoints after accounting
for the propagation delay. The point where the three [.0.s.s meet is the footpoint
of the Earth. A featureless Solar Wind model with a constant radial velocity of
400 km sec™! has been assumed and the fiducial surface has been placed at 0.3AU.



In order to locate the regions on the Sun which influence the IPS measurables
for a given [.o.s., one necessarily needs the following information:

1. The distribution of Solar Wind velocity along the lo.s.. Each point on the
l.o.s. can then be traced back to the Sun along an Archimedean spiral and its
place of origin on the solar surface located (Section 1.6).

2. The Archimedean spiral mentioned above is actually a mathematical abstrac-
tion, valid only for the structure-less Solar Wind. The real Solar Wind is
often endowed with considerable structure of both transient and long lived
nature. The structure in the Solar Wind may cause the locus of the plasma
emanating from a given location on the solar surface to differ significantly from
Archimedean spiral. In order to trace back each point on the l.o.s. appropri-
ately, the laws of propagation of the Solar Wind also need to be known.

IPS can be used to attempt to solve the inverse problem - given the IPS measure-
ments along one or more [.0.s., one can try to find out both the velocity distribution
and the laws of propagation of the Solar Wind. Usually, the number of free pa-
rameters involved in such an exercise is much larger than the number of available
constraints. It therefore becomes necessary to use simple models for the Solar Wind
in order to reduce the number of free parameters to a manageable number.

2.2 1IPS observables

The primary observable of IPS is the time series of intensity fluctuations. Scintil-
lations being a stochastic process, the information about the Solar Wind is derived
not from the detailed investigations of the time series itself but from its statisti-
cal properties, in both time and frequency domain. The definitions presented in
this section apply to ideal noiseless data and serve to illustrate the concept. The
modifications required in presence of noise, as is the case with real data, are pre-
sented in Section 4.5.6. The Scintillation index, m, is a measure of the strength of
intensity fluctuations, due to IPS, observed on a particular source and is defined by

equation 2.4 :

m = orps (2.4)
mean intensity of the source '

where o7pg represents the rms of intensity fluctuations due to IPS and is given by

UIPS—\/EZ l{I _I )} (25)

where I, is the mean intensity of the source, deﬁned by :

i I()
N

the expression :

I = (2.6)



and N is the number of points available in the time series.

The time series of intensity fluctuations sampled by a telescope represents a
track in the interference pattern on the ground, as it is swept past the telescope.
The auto-correlation function of these randomly varying intensity fluctuation, in
space and time, is a characteristic of scintillations and is defined as :

p(r', 1) = / / Al(r,t) A+t + 1) dr dt (2.7)
where AI(r,t) is defined as :
Al(r,t) =1I(r,t) — I (2.8)

and I’ represents the mean intensity of the source, defined by :

I [ [ I(r,t) dr dt
° [ [drdt

(2.9)

The power spectrum of temporal intensity fluctuations, P(r), measured at a single
spatial location and p(0,t) are related by a Fourier transform relationship :

Pl) = % [ 9(0,1) exp(~izmut) i (2.10)

From the definition o;ps (equation 2.5) it follows that :

otps = p(0,0) (2.11)
hence m can be expressed as :
0,0
m = # (2.12)

Substituting for p(0, 0) using equation 2.10 m can be expressed as :
9 1
m? = ﬁ/P(y) dv (2.13)
The area under the power spectrum of intensity fluctuations, thus, gives the variance

of the intensity fluctuations. The square root of this variance normalised by the
intensity of the source, gives the scintillation index .

2.3 Basic IPS scenario

The rigorous treatment of the theory of IPS requires solving for wave propagation
through a scattering medium with random refractive index fluctuations in both space



and time. In order to make the problem tractable several assumptions need to be
made. These assumptions allow us to build a theoretical framework which can be
used to interpret the observations. We first present the formalism for a plane quasi-
monochromatic wavefront from a distant point source incident on a thin weakly
scattering screen and then extend it to incorporate spatially extended scattering
medium, finite source size and finite bandwidth.

In this and the next few sections we present only the final results, along with
some implications of their mathematical form, rather than a complete development
of the subject with rigorous derivations. The material in these sections has contri-
butions from a large number of previous researchers. It is difficult, if not impossible,
to draw a complete list of contributors. The list of people to whom this work is
attributed is likely to be fraught with omissions. The aspects of solving the wave
equation in a random medium received considerable contributions from Tatarsky
(Tatarsky, 1961, 1971) Marians (Marians, 1975) and Uscinski (Uscinski, 1977). The
theory of IPS was first presented in a comprehensive manner by Salpeter (Salpeter,
1967) using a Gaussian form for the spectrum of intensity fluctuations. Rumsey
(Rumsey, 1975) and Marians (Marians, 1975) considered a power law form the spec-
trum of intensity fluctuations. For a more detailed discussion of the subject, the
reader is referred to Rao (Rao, 1975) and Manoharan (Manoharan, 1991).

In order to provide a mental picture which the reader can relate to in the follow-
ing discussion, the situation is shown schematically in Figure 2.6 and is described
briefly. Consider a plane wave incident normally on a thin slab of scattering material
of thickness Az. The scattering material imposes space dependent phase fluctua-
tions on the incident wavefront. The emergent radiation has a range of wavevectors
spread over an angle v, which define the angular spectrum of the emergent radiation
The extremes of 1, are shown by the two bold arrows at the screen. The observing
plane is at a distance z from the scattering screen. At a large enough z, the path
differences between different waves in the angular spectrum grow sufficiently large
to produce interference effects and the phase fluctuations imposed by the scattering
screen develop into amplitude fluctuations. A given point on the observing plane
receives contribution from a patch of size z1/5; on the scattering screen, as shown in
the figure. An important length scale, referred to as the Fresnel length, rs, defines
the size of the region on the thin screen which dominates the amplitude interference
seen on the observing plane. Fresnel length is given by v/z\ and is schematically
shown by the dark patch of radius r in Figure 2.6. It is instructive to think in term
of a typical scale size of electron density fluctuation on the screen, this is represented
by a light patch of size ag. s represents an arbitrary point on the scattering screen.
The scattering screen is swept across the [.o.s. with the velocity of the Solar Wind,
as shown in the figure. The interference pattern it gives rise to on the observing
plane, therefore, also sweeps past a stationary observer on the observing plane. This
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Figure 2.6: The basic IPS geometry — The figure shows an plane wave from a
distant compact radio source incident on a scattering screen of thickness Az, the
wavevector of which is marked by a bold arrow. The emergent radiation has its
wavevector distributed in an angular spectrum, v,, the extrema of which are shown
by the two bold arrows on the screen. A given point on the observing plane, at
distance z from the screen, receives radiation from a circular patch of radius 2z, on
the screen. The first Fresnel zone is marked with as a dark patch of radius vz\. A
typical scale size of electron density fluctuations is marked by a light patch of size,
ao. The screen moves with the velocity of the Solar Wind, denoted by Vsy, and the
coordinate system is arranged such that the x axis is aligned with Vg .



translates the spatial fluctuation of the interference pattern into the temporal in-
tensity fluctuations seen by the stationary telescope. With no loss of generality,
the coordinate system used can be so arranged that the X axis is aligned with the
direction of the velocity of Solar Wind.

2.4 IPS assumptions

The framework of the theory of IPS is based on many standard assumptions, which
have been used extensively by other researchers in the field. This section lists the var-
ious assumption made and discusses the manner in which they simplify the problem
and their respective domains of validity. The requirements for additional assump-
tions shall become clear in the following section where the formalism for the power
spectra of intensity fluctuations due to IPS is presented.

1. Thin screen approximation - We assume that the scattering medium which
gives rise to the observed scintillations can be represented by a thin screen or an
tdeal phase screen on which the plane wave is incident. An ideal phase screen
is mathematical construct which has 0 thickness and imposes purely phase
fluctuations (no amplitude fluctuations) on the emergent wavefront. Though
the thin screen approximation is unable to accommodate a scattering medium
extended along the [.0.s., it is conceptually a useful model and allows a mental
picture to be developed. It also has the advantage that theoretical formalism
exists for scintillations of any strength due to thin screens, while one is limited
to weak scattering regimes while dealing with extended scattering medium.
This assumption is relaxed later when a formalism is presented to treat the
extended medium as collection of thin screens (Section 2.5.2).

2. Weak scattering — On passing though a scattering medium, the emergent
wavefront has phase fluctuations imposed on it. In the weak scattering domain
these fluctuation are assumed to be small, i.e.

04 << 1rad (2.14)

where o4 is the rms phase fluctuation on the emergent wavefront. It can be
shown that the phase deviation due to a screen of thickness Az is given by :

o(r) =k R Apu(r) dz (2.15)

z
where Ay is the deviation of the refractive index, u, from its mean value. Ay
can be related to the fluctuations in the electron number density, An,, the
physical property of the Solar Wind of interest, in the following manner. In



the regime where plasma frequency, w,, is much smaller than the frequency
of observation, wy = 27 1y, p is related to electron number density in the
interplanetary medium, n., in the following manner :

Ne €2

pr=1- (2.16)

€0 Me Wi
where e and m, are the charge and the mass of electron respectively and ¢, is
the permitivity of the medium. Ay can then be expressed in terms of An, as
follows : )
Te A2
Ap? = An? | 222 2.17

= (2 (217
where 7, = €?/(4megmec?) = 2.82 x 107 %m is the classical electron radius and
Ao the wavelength of observation. An, and Ay, therefore, differ only by a
constant. Using equations 2.17 and 2.15, ¢(r) can be expressed in terms of
An, in the following manner :

S(r) = re Ao /A An(r) dz (2.18)

For the interplanetary medium, the values of 7, lie in the range 10® — 10° m=3.
Assuming An, ~ n, is valid for our observing wavelength of 0.92 m and
the given range of An,, equation 2.14 is valid if Az is much less than 10% —
10® km. This assumption begins to get violated as the lo.s. to the source
comes close to the Sun, where the Ay is much larger. Figure 2.7 shows the
variation of the scintillation index, m, with distance from the Sun. Weak
scattering assumption is believed to be valid beyond an elongation of ~ 14°

for 327 M Hz. In the weak scattering regime, m and p are related by :
m=mgp " (2.19)

where my is the scintillation index at p = 1. The steady decline of m with
p, in the weak scattering regime, is a consequence of the n, (and hence An,)
falling off as ~ R™2. For a featureless Solar Wind moving at a constant radial
velocity, b can be shown to have a value of 1.6.

. Small angular spread assumption — The plane wave incident on a random
scattering medium emerges with a spread in its angular spectrum, ;. Any
point on the observing plane, therefore, receives contributions from a solid
angle within 15 of the angle of incidence. If ¢ is a characteristic length scale
of the medium, v, is related to it in the following manner :

A 1

L~ = 2.20
v 2ray  kag ( )
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Figure 2.7: The m-p curve — The figure shows the variation of the scintillation
index, m, with p, the distance of the P-point from the Sun. The bold line shows the
expected curve, the data are the observed values of m for 0134+329 from our data-
set. One is said to be in the weak scattering regime when m increases monotonically
with decreasing log(p). The peak of the m-p curve, marked by the arrow, occurs
close to an elongation of ~ 14° at 327 M Hz. At smaller p values, m decreases with
p and this region lies in the strong scattering regime.



For the interplanetary medium, ay is ~ 100 km. For a power law spectrum
of density fluctuations, the medium itself has no unique scale size associated
with it (Section 2.4) and the characteristic length scale is given by the Fresnel
scale size, discussed in Section 2.5.1. For our wavelength of observation of
(A=0.92 m, v =327 MHz), 1, is typically ~ 107% rad and this assumption
holds very well. As A << ag, this assumption amounts to Geometric Optics
approximation. An upper limit on the Az, within which the phase differences
are not sufficient to produce interference can easily be arrived at. The path
difference between two rays traversing a distance z travelling at an angle 21,
to each other is 21?/2. The condition for this path difference to be small is
given by :
22 A

i 2.21
5 <3 (2.21)

Substituting for s from equation 2.20 in the above relation yields z < ka?.

Therefore, if the thickness of the screen is much less than ka3, interference
effects within the screen are negligible and it is equivalent to an ideal phase
screen. As the radiation travels to the observer, the phase differences corre-
sponding to the path differences between various wavefronts comprising the
angular spectrum become significant and produce interference.

. Spectrum of electron density fluctuations —

As the fluctuations in electron density are stochastic in nature it is desirable
to quantify them using a stable statistical measure. The spectrum of density
fluctuations is used most often to quantify the electron density fluctuations.
In the early days (before 1970), a gaussian form for this spectrum was used,
it has since been shown that the spectrum is better represented by power law
forms :
2\ ~5 2
Pan,(a) = Cy, (q—2> exp (—q—2> (2.22)
9 4q;
where q = (¢s,¢y) is the two dimensional spatial frequency, ¢*> = (¢ + qj)
and C? is the constant of proportionality. The above expression assumes cir-
cular symmetry in the density fluctuations. The power law of electron density
fluctuations is expected to remain valid between the two characteristic spatial
wavenumbers, the inner scale, ¢;, and the outer scale, g,. The spectral index
of the power law, «, is referred to as the index of electron density fluctuations
or simply the index. A detailed discussion on the observational verification of
this assumption and the value of ¢; and « is presented in Section 2.6.

. Time stationarity — It is assumed that the statistical properties of the inter-
planetary medium sampled by a given [.0.s. do not change significantly during
the course of the observation. This assumption is very reasonable as the time



scales of the observations are of the order of tens of minutes. It is necessary
to make this assumption as it is required to observe for durations long enough
to reduce the noise on the data to acceptable levels.

6. Frozen screen — This assumption is a manifestation of the belief that the
temporal variation in the observed intensity of a scintillating source is mainly
due to the bulk motion of the Solar Wind across the [.0.s.. If the refractive in-
dex of the medium be represented by u(\, r,t) = po+Au(\, r,t), the temporal
variations of Au(\, r,t) are assumed to be much slower than 7 ~ ag/V, the
time it takes for an irregularity pattern of typical scale size ay to pass through
the l.o.s.. This can be expressed mathematically as :

Ap(r,t) = Ap(r — vt,0) (2.23)

The refractive index fluctuations are essentially frozen in the medium as it is
swept past the lo.s.. This assumption is referred to as Taylor’s hypothesis
and simplifies the theory by reducing the problem to that of wave propaga-
tion through a medium with only spatial refractive index fluctuations. This
assumption is made use of in multi-station IPS observations where the time
series of intensity fluctuations observed at different stations separated by a few
hundred £m are correlated. This assumption establishes the following relation
between the frequency of temporal fluctuations and the spatial wavenumber
gz -
2m v

AC]

Gz (2.24)

where V| (z) is the component of the velocity of Solar Wind along the X axis.
Very close to the Sun(e < 10°), this assumption breaks down because of the
large random motion components in the velocity of the Solar Wind.

2.5 Power spectrum of intensity fluctuations

Under the assumptions discussed in the previous section, the power spectrum of
intensity fluctuations measured at the observing plane can be related to the physical
parameters of the Solar Wind like the velocity, strength of scattering, spectral index
and inner scale of the power law of electron density fluctuations and axial ratio of
the irregularity patterns. In this section, we present the formalism which relates
the observed power spectrum to the physical properties of the Solar Wind just
mentioned.



2.5.1 Power spectrum of intensity fluctuations for a thin
screen

In the geometry shown in Figure 2.6, a plane wave is incident on a weakly scatter-
ing thin screen. A given point on the observing plane receives contribution from a
circular patch on the scattering screen of radius 2z, where z is distance between the
observing plane and the scattering screen and 1/, the maximum angle of scattering.
As z increases, the path differences for the various rays travelling within the angular
spectrum of spread s become large enough for these rays to interfere at the observ-
ing plane. This is the primary cause of intensity fluctuations. Using equation 2.18
the spectrum of two dimensional spatial phase fluctuation can be related to the three
dimensional spectrum of spatial n, fluctuations in the following manner :

Dy(q,2) =21 (1eXo)” Az Pan, (G, Gyr ¢z = 0, 2) (2.25)

The Fourier transform of the auto-correlation function of the intensity fluctu-
ations on the observing plane, which is same as the spatial spectrum of intensity
fluctuations on the plane is given by :

®ai(@) = oz [ [(U@0) = (D) Ulro-+x) = (D)) expliar) dr (226

where q = (¢, ¢,) is two dimensional wave number and (), denotes ensemble average.
This can be written as :

bar(@) = o [ [ (ko) Two 40 = (D7) expliar) e (227

where (I) is the mean intensity of the radiation on the observing plane. Under the
assumptions discussed in Section 2.4, the wave equation has a solution of the form :

—ig%z
F(q,2) = F(q,0)exp { — (2.28)
where F'(q, 0) is the electromagnetic field at z = 0 and F'(q, 2) the field at any later
z. Using this solution for the wave equation and equation 2.27 it can be shown that :

2

Bas(q, 2) = 4sin? (%) B4(q) (2.29)

Using equation 2.25, the above equation can be expressed in terms of ®a,, (q) as :

2

Das(q, 2) = 4sin? (%) 2 (e \)2® an, (Q) (2.30)

The above equation gives the two dimensional spectrum of spatial intensity fluc-
tuations seen on a observing plane at a distance z from the scattering screen. As



the interference pattern moves across the observing plane with the velocity, v, of
the Solar Wind, the stationary observer on the observing plane samples a strip in
the interference pattern (Figure 2.6). The part of the intensity fluctuation pattern
sampled by the telescope can be represented as :

Alps - (r) = AI(vt) = AL(r)S(r) (2.31)

where AT, (r) is the intensity fluctuation pattern on the observing plane at a distance
z from the screen, Al,s,(r) is the strip across the interference pattern which is
sampled by the telescope and S(r) represents the sampling function with which the
pattern has been sampled. S(r) can be thought of as a function which is unity
in a strip of infinitesimal width along the X axis (y = 0) and 0 elsewhere in the
observing plane. The empirically measured auto-correlation function, p(vt), from
the time varying intensity measured at a single station is related to the true 2D
auto-correlation function as :

,O(Ut) = Pobs (.T, Yy = O) = Ptrue (I')S(I') (2'32)

Using the convolution theorem, the Fourier transform of p,s can be expressed as a
convolution of the power spectra of Al (r) and Fourier transform S(r). The Fourier
transform of S(r) is a constant along the g, axis and has infinitesimal width along g¢.
The power spectrum of spatial fluctuations sampled by the observer can therefore
be written as :

P.(a) = [ da ®ar(a,2) 6(a) (2.33)

where 6(g,) is the Fourier transform of S(r). The above equation can be reduced to
the following form :

P,(gz) = / dgy ®ar(a, z) (2.34)
The observed power spectrum of temporal intensity fluctuations can be related to the
spectrum of spatial intensity fluctuations on the observing plane using equation 2.24.
27
A

where V| (z) is the component of the velocity of the Solar Wind perpendicular to the

P,(v) /de Par(q, 2) (2.35)

l.o.s. at a distance z along the l.o.s.. The power spectrum of intensity fluctuations
observed at the Earth is thus a strip scan across the two dimensional spatial intensity
fluctuation power spectrum, transverse to the velocity of the Solar Wind.

The Fresnel Propagation Filter

The sin? term in equation 2.30 is referred to as the Fresnel propagation filter or

2
Fy = sin’ (q AZ) (2.36)

simply the Fresnel filter.
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Figure 2.8: The Fresnel filter — The figure shows the Fresnel filter function,
sin?(q?z/2k), on a log-log scale. A z corresponding to the P-point distance for
a l.o.s. at € = 30° and A = 0.92 m were used to compute the Fresnel filter along
with a Solar Wind velocity of 400 km sec™!.

It relates the spectrum of electron density fluctuations in the thin screen to the
spectrum of intensity fluctuations seen on the observing plane (equation 2.30). The
Fresnel filter represents the interference effects which lead to intensity scintillation.

Figure 2.8 shows the Fresnel propagation filter at 327 M Hz for typical pa-
rameters for IPS geometry (z corresponding to the P-point distance for a Lo.s. at
e = 30°, A = 0.92 m). The original spatial frequency spectrum has been converted
to a temporal frequency one using the equation 2.24 and a Solar Wind velocity of
400 km sec™!. From the figure it is apparent that the Fresnel filter severely atten-
uates the power spectrum at low spatial frequencies. A characteristic frequency in
the spatial frequency domain, gy, the spectrum at larger spatial scales than which
is significantly attenuated can be defined as :

4
U =1\ (2.37)

¢r can be approximately related to the radius of the first Fresnel zone, ry = v 2.
The phase difference incurred due to path difference for a ray coming from an arbi-



trary point s on the screen is given by :

¢=_L = (2.38)

and the rate of change of ¢ with change in |s| by :

dp |s| 2«
A il 2.
ds| ~ 2 X (2:39)

The phase difference, therefore, oscillates faster and faster as |[s| increases. The
characteristic scale size beyond which the phase oscillations become so fast that the
interference pattern is averaged out can be estimated by :

Is| > VzA =1y (2.40)

Thus even though a given point on the observing plane may receive radiation from
a large patch on the scattering screen (of radius zv), as shown in Figure 2.6, it is
the region contained in the radius of r; which dominates the interference pattern
observed. IPS, therefore, is less sensitive to spatial scales much larger than ry and
cannot be used to estimate ¢, the outer scale of the power law of electron density
fluctuations (Section 2.4).

Though the distribution of electron density fluctuations on the scattering screen
is governed by a power law and there is no unique scale size which can be associated
with the screen, it is worth remarking that the fluctuations at a scale close to ry
dominate the observed interference pattern because of steep slope of the power law
index.

As is evident from Figure 2.8, the F} oscillates rapidly for large ¢ (large v). F}
can therefore be replaced by its average value of 1/2 when ¢ > ¢; while evaluating
the integral in equation 2.35.

An examination of the dependence of the Fresnel filter on z shows that interfer-
ence effects are absent at the thin screen itself (z = 0) and they develop slowly with
increase in z. A characteristic distance, beyond which scintillations are said to be
fully developed, can be obtained by equating the argument of the sin to 7/2, which

leads to :
272
= — 2.41
5(0) = =5 (2.41)

The distance at which the fluctuations develop is a strong function of ¢ and is smaller

for larger ¢ or smaller spatial scales.

The Fresnel filter shows a sharp drop in the intensity after the first maxima,
this shape is referred to as the Fresnel knee.
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Figure 2.9: The thin screens along a l.o.s. — Solar Wind is modelled as a
set of thin screens stacked along the [.0.s.. A representative few are shown in the
schematic. The properties of each of the thin screens are independent of one another.

2.5.2 The extended medium

The above formalism is valid for a scattering medium confined to a thin screen. As
the spectrum of density fluctuation of electrons in the Solar Wind has a R~* depen-
dence (Section 2.4), a considerable portion of the . o.s. often has enough strength of
scattering (C?) to introduce phase fluctuations which lead to intensity fluctuation
at the observing plane. A single thin screen is, therefore, an inadequate description
of the Solar Wind.

In the weak scattering approximation (Section 2.4), the formalism presented can
be generalised to include extended scattering medium by replacing the extended
medium with a stack of independent thin screens as shown in Figure 2.9. The final
intensity pattern seen on the observing plane can then be regarded as the sum of
the individual patterns produced by each of the thin screens.

2

P(v) =2r Mlﬁ / dg, 4sin? (q 4er> ®an. (0, R) (2.42)




Physically, this is same as assuming that each thin screen has the same plane wave
front incident on it, i.e. the fraction of radiation scattered by earlier thin screens
is negligible, and that the radiation once scattered is not scattered again or Born
approximation holds. This is the primary reason for the weak scattering assump-
tion introduced in the previous section. In the strong scattering regime, multiple
scatterings can no longer be ignored. The radiation incident on any thin screen
comprises of the sum of the part of plane wave from the distant radio source which
has passed unscattered through the earlier thin screens and the part which has been
scattered by them. Each thin screen, therefore, has a different set of incident plane
wavefronts.

The strength of scattering of a given thin screen is given by the local level
of turbulence and is quantified by C2. C? is assumed to be proportional to R~"
where R is the heliocentric distance to the thin screen under consideration. The
turbulence spectrum therefore has the following dependence on the radial distance
from the Sun :

®pn. (R) x R™? (2.43)

This assumption forms the basis for the simple featureless models of the Solar Wind
presented in Section 3.2.1. For Solar Wind moving radially with uniform velocity,
[ = 4 under the assumption that dn, ~ ne.

2.5.3 Effect of finite source size

The formalism presented till now considers a plane wavefront to be incident on each
of the thin screens. This can be produced only by a geometric point source, infinite
distance away from the scattering screen. In practice, every source has a finite
size and therefore subtends a finite angle at the scattering screen. The incident
radiation on the scattering screen therefore has a finite angular spectrum rather
than a unique well defined direction of propagation. The wavefront incident on
the scattering screen is a superposition of the plane wavefronts which comprise the
angular spectrum. An extended source can be treated as a collection of independent
point sources and it results in reducing the coherence of the radiation incident on
the scattering screen. Consider a source with structure given by the Brightness
distribution, B(0, ¢), in the plane of the sky. Its Fourier transform is referred to as
the Visibility function

V(u,v) = //d@ d¢ exp (—2mi(ub + vo)) B(0, P) (2.44)

and is the spatial Autocorrelation function of the incident electric field with distance
in units of wavelength. From equation 2.44 it follows that the visibility is a constant
for a point source, i.e. the radiation always remains correlated all over the scattering



screen. Consider a source with a Gaussian brightness distribution with a half width
of 0., the visibility function for it has a width of 1/276, :

V(u,v) = exp (—(27r00)2@> (2.45)

Thus the radiation from an extended source incident on the scattering screen is
correlated only over finite length scales. If the radiation remain correlated over
regions much larger than the size of the region which contributes to the interference
pattern on the observing plane, the scintillations shall not be effected significantly.
Thus in the regime

A
Z’(ps < m (246)

the interference pattern on the observing plane shall not be effected significantly
by the extended source structure. Using a z of 1 AU and a 1, of 107% rad gives
a 6, limit of ~ 0.2" for a A of 0.92 m by when the source size effects have become
significantly important.

The power spectrum of intensity fluctuations due to an extended source can
be expressed as the product of that due a point source and the visibility function
corresponding to the brightness distribution of the extended source.

(I)I ewt(Qaza 00) = (I)I point(qa Z)‘V(q200)|2 (247)

where the visibility, V' (¢z0,), has been expressed in variables natural to the problem
at hand. The presence of the visibility function in the expression for power spectrum
of intensity fluctuations acts as a low-pass filter for the power spectrum, attenuating
the high ¢ and hence high v part of the spectrum. This attenuation becomes more
severe for screens at larger distance from the Earth. More details of the effect of 6,
on the observed power spectrum are presented in Section 2.6.

2.5.4 Effect of receiver bandwidth

The formalism presented above deals with quasi-monochromatic waves. In practice
every observing instrument has a finite bandwidth over which it receives the signal.
As scintillations are a frequency dependent phenomena, with a finite coherence fre-
quency scale, observations over bandwidths larger than the coherence scales leads
to averaging of the scintillations. The effect of receiver bandwidth on the observed
scintillations has been discussed by various workers. Little (Little, 1968) discussed
the effect of receiver bandwidth on the scintillations due to a point source. Salpeter
(Salpeter, 1967) and Budden and Uscinski (Budden and Uscinski, 1970) showed that
increasing the bandwidth decreased the scintillation in a manner similar to increase
in source size. Cronyn (Cronyn, 1970) presented a clear picture of the effects of
finite bandwidth on the observation of scintillating sources.



The effect of bandwidth on the observed scintillations can be estimated by the
following argument. Most observations are made in the small bandwidth limit,

which is given by the relation :

Av <<1 (2.48)

Y
where v is the observing frequency and Av the bandwidth of observation. For
such quasi monochromatic radiation, a coherence time scale, 7pg, within which the
phase fluctuations of the electric field remain correlated, is given by 1/Av. The
electric field at the receiver is the sum of contributions from different parts of the
phase screen. If the propagation time from different parts of the thin screen to the
receiver differs by more than the 7pp, the coherence of the electric field is lost and
the scintillations are quenched. The contribution coming from an elemental area
element at s on the screen has to travel an additional distance dr = s?/(2z), in
the small angle approximation (Figure 2.6). This corresponds to a time delay of
s?/(2zc). If this delay is larger than 7pp, the electric field from this region will not
be coherent with the field from the region s = 0. The largest value of s of interest
to us is given by Spmax = 2%s. Thus for the decoherence due to finite bandwidth to
be negligible, the following must hold :

z;
2c

<L Tpp (249)

In the weak scattering approximation, equation 2.20 can be used to relate v, to the
scale size of intensity fluctuations on ground and the above equation can be written
as :

2N

8m2a3c

< TPB (250)

The above equation can be expressed in the following manner to give a limit on

the scale size, ag, beyond which effects of finite bandwidth necessarily need to be
incorporated :

s 2N Av

Gy < 8m2c

For a bandwidth of 4 MHz at a A of 0.92 m and a z of 1 AU, the ag below which

bandwidth effects become important is ~ 4.6 km. The temporal frequency, v, this

(2.51)

scale size corresponds to was computed using equation 2.24, assuming a typical
velocity of 400 km sec™! for the Solar Wind and it turns out to be ~ 87 Hz. As the
measured power spectrum of intensity fluctuations usually cutoff by ~ 6 Hz due to
dominance of system noise, the effects of finite bandwidth are negligible. Previous
workers at the Ooty Radio Telescope have explicitly verified this by comparing
observations made using a Av of 1 and 4 M Hz. No discernible differences were
found in the power spectra observed using the two bandwidths.



2.5.5 The final expression

On the basis of the discussion presented in the earlier part of this section, the power
spectrum of intensity fluctuations in terms of the physical properties of the Solar
Wind can be expressed as :

2
P(v) = (2710)? /d gy sin ( > Vg, z,0,)|*q “exp (_q_2) RP
|VJ_ 4

(2.52)

This formulation takes into the effects of the extended scattering medium and finite

source size. The effects of finite bandwidth have been shown to be small enough to

be ignored (Section 2.5.4). As IPS is not sensitive to g, (Section 2.5.1), it has not
been incorporated in the model for the power spectra.

2.6 Effects of variation of model parameters on
the power spectra

This section discusses the form of the expression for the power spectrum of intensity
fluctuations due to IPS and the effects of variations of individual properties of the
Solar Wind on the observed power spectra. The figures presented in this section
have been obtained by numerically integrating equation 2.52.

Effect of velocity variations

From equations 2.55 and 2.24 it can be seen that velocity of the Solar Wind scales the
power spectrum along the v axis. The entire power spectrum stretches or contracts
along the v axis with increase or decrease in the velocity of the Solar Wind. The
scintillation index observed towards a l.0.s., which is measured by the area under the
power spectrum, remains unaffected by the changes in velocity of the Solar Wind.
Figure 2.10 shows power spectra for v ranging from 200 — 1000 km sec ™! keeping all
other parameters of the Solar Wind model the same. The Fresnel knee (Section 2.5.1)
is clearly visible in these power spectra and forms a convenient feature which can
be used to estimate the velocity of the Solar Wind as the temporal frequency of the
spectrum is proportional to the velocity of the Solar Wind. The power spectra are
rather sensitive to the variations in the velocity of the Solar Wind. This property of
the power spectra makes them an efficient and reliable diagnostic for studying the
velocity of the Solar Wind.
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Figure 2.10: Effect of v of the Solar Wind on the power spectrum — Power
spectra for velocities of the Solar Wind ranging from 200 — 1000 km sec ™!, in steps
of 200 km sec™!, are shown. The spectra with velocities of 200 and 1000 km sec™*
have been labelled. The spectra have been generated using AR = 1.0, o = 3.0 and
g = 3.3 km™! for a 0, of 0" at 30° e.
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Figure 2.11: Effect of variation in C? on the power spectrum — The figure
shows power spectra for values of C? 1,5,25,125 and 625 in arbitrary units. The
spectra with C? of 1 and 625 have been labelled. The spectra have been generated
using V' = 400 km sec”1, AR = 1.0, « = 3.0 and ¢; = 3.3 km~! for a 6, of 0" at 30°
€.

Effect of variations of strength of scattering

Equation 2.52 shows that the strength of scattering, C?, is a constant multiplying

ns
the entire power spectrum. Increase or decrease in C? has the effect of bodily moving
the power spectrum up or down, as seen on a log scale. Figure 2.11 shows the power
spectra for a wide range of C? values while keeping all the other parameters of
the Solar Wind model constant. As the area under the power spectrum, which is
proportional to m, is a direct measure of the strength of scattering along the l.0.s.,

IPS provides a sensitive means to estimate the C? along the Lo.s..

Effect of source size variations

The source size, 0., effects the power spectrum through the source visibility function
in the integrand of eqution 2.52. The visibility function takes the form :

V(g,2,0,) = exp(—q°2*6?) (2.53)
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Figure 2.12: Effect of variation in 6, on the power spectrum — Power spectra
for 6, values ranging from 0” to 0.300”, in steps of 0.075", are plotted. The spectra
with 6, of 0” and 0.300” have been labelled. The spectra have been generated using
V =400 km sec™', AR =1.0, « = 3.0 and ¢; = 3.3 km~"! at 30° e.

for a symmetric Gaussian Brightness distribution. The 6, therefore acts like a low
pass filter, attenuating the part of the spectrum at g > 1/z6,. Figure 2.12 shows
the power spectra for a 6, range of 0” — 0.300”, in steps of 0.075", while keeping
all the other parameters of the Solar Wind model constant. As expected, more
extended sources show a steeper fall in the power at high v part of the spectrum.
Larger sources tend to have smaller values of m because the area under the power
spectrum decreases with increase in 6,.

If the source Brightness distribution is not represented well by a symmetric
Gaussian, the source visibility function used above is not valid. This can lead to
systematic errors in estimation of size of the scintillating component of the source
using the symmetric Gaussian visibility function. For instance, the 6, estimated for
an elongated source shall depend upon the angular extent of the source projected
along the direction of motion of Solar Wind. As the angular size projected along
the Solar Wind velocity changes with elongation of the source, the estimated 6,
undergoes systematic variations. In order to uses sources with more complicated
structure, like a multicomponent source, more detailed information of the source
structure is required so that an appropriate visibility function can be used. How-



ever, no serious attempts of modelling the IPS data using a detailed model for the
structure of the source have been made.

Effect of axial ratio variations

The irregularity pattern in the Solar Wind has been known to be anisotropic since
early 1970s when it was discovered that irregularities tend to be elongated along the
direction of the interplanetary magnetic field lines (Blessing and Dennison, 1972).
The spatial structure of the density irregularity can then be represented by an
ellipse. Axial ratio, AR, is defined as the ratio of the length scale along the direction
of velocity of the Solar Wind to the direction perpendicular to it. An AR > 1,
therefore, corresponds to an irregularity pattern elongated along the direction of
velocity of Solar Wind, AR < 1 to pattern elongated perpendicular to the direction
of velocity of the Solar Wind and an AR = 1 to an isotropic irregularity pattern.
The effect of AR has been included in the power spectrum of intensity fluctuations
by using the following form for ®,_(q) :

2 —a/2
q
(@) x (24 2:) (254)

Figure 2.13 shows power spectra with AR ranging from 0.5 to 1.5. Incorporating
this in the equation 2.52 leads to :

P(r) = (2mro)? % [ daysin? (q;r) V(g2 6.)

¢ —a/2 e 5
2 y _qT -
(qz + AR2) exp ( qf) R (2.55)

The effect of AR is seen most prominently in the low ¢, (low v, equation 2.24) part

of the power spectrum. An increase in AR results in an increasingly rounded Fresnel
knee and smoothed oscillations.

There is observational evidence for the Axial Ratio to be close to unity by the
time the Solar Wind traverses out to 0.3 AU. Coles and Kaufman (Coles and
Kaufman, 1978) obtained a reliable upper limit of 1.3 on the mean AR in the weak
scattering regime using multi-station IPS observations. More recent investigations
by Yamauchi et. al (Yamauchi et al., 1996; Yamauchi et al., 1998) arrive at the
conclusion that the AR of the Solar Wind settles down to a value close to unity by
e = 15° (60 Rg) both in the ecliptic and at high latitudes. Previous workers have
used values of AR varying between ~ 1.0 and 1.3 (Manoharan, 1991; Gothoskar,
1994), but usually close to unity. In this work we use a value of unity for AR.
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Figure 2.13: Effect of variation in AR on the power spectrum — The figure
shows power spectra for AR ranging from 0.5 to 1.5, in steps of 0.25. The spectra
with AR of 0.5 and 1.5 have been labelled. The spectra have been generated using
V =400 km sec™!, o = 3.0 and ¢; = 3.3 km~! for a 6, of 0" at 30° e.
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Figure 2.14: Effect of variation in « on the power spectrum — The figure shows

power spectra for « of 2.5,2.8,3.0,3.2 and 11/3. The spectra with « of 2.5 and 11/3

have been labelled. The spectra have been generated using V' = 400 km sec™!,

AR =1.0 and ¢; = 3.3 km™~" for a 0, of 0" at 30° .

Effect of spectral index variations

The spectral index of electron density fluctuations, «, affects the slope of the power
spectrum beyond the first Fresnel maxima. The slope becomes steeper with increase
in o leading to a reduction in the strength of scintillation. For v > v, the power
spectrum is a straight line on a log—log plot with a slope of (—a + 1), in absence of
any other effect. The increase in the slope by unity is due to the strip integration
performed over the coordinate q,. Power spectra with o values ranging from 2.5 to
11/3 are shown in Figure 2.14. The position of the first Fresnel maxima is however
not effected by change in a.. IPS provides information about the power law index of
spectrum of electron density fluctuations in the v range of ~ 0.01 to 5.0 Hz. This
corresponds to a spatial wavenumber range of ~ 1077 to 8 x 107® m ™! for a Solar
Wind velocity of 400 km sec *.

The power laws with different values of o are normalised to have the same
power at ¢ = 1. As IPS investigates a range of ¢ between ~ 1078 and 10~* m™!,
a small change in « leads to a very large change in C2, due to the lever arm kind
of effect. The spectra shown in the Figure 2.14 have been normalised to have the
same numerical values at 0.01 Hz. These spectra are, therefore, only pictorial



representations of the change in the shape with variation in «.

Most of the work in the pre-1970 period was done assuming a Gaussian spectrum
of electron density while a power law form for the spectrum has been favoured
after that. Inrtiligator and Wolfe (Intriligator and Wolfe, 1970) used spacecraft
observations to estimate the power spectrum of proton density fluctuations. Lovelace
et al. (Lovelace et al., 1970) used IPS observations to investigate the same. Cronyn
(Cronyn, 1972) pointed out that the observations mentioned above were consistent
with a single continuous power law with a correlation length of 10® km or larger.
Unti et al. (Unti et al., 1973) measured an average « of 2.6 in the range 4.8 X
1072 to 13.3 Hz, using OGO-5 data, and placed Cronyn’s suggestion on a firmer
footing. Woo and Armstrong (Woo and Armstrong, 1979) report an « of 3.0 + 0.1
in the frequency range 0.1 to 10.0 Hz between 2.2 and 31 R using Viking, Helios
and Pioneer spacecraft data. Celnikier et al. (Celnikier et al., 1983) presented
evidence for a break in the power law spectrum of electron density fluctuations
at 6.0 x 1072 Hz with an « of 2.7 before the break and of 1.9 after the break.
Their conclusions were based on ISEE propagation experiment and were free from
systematics though the duration of observations was only 3 hours.

Manoharan et al. found a correlation between the velocity of the Solar Wind
and its a (Manoharan et al., 1994). Near the Solar Minima, the phase of the solar
cycle of interest to us, they find « to increase from ~ 2.7 to ~ 3.8 as the velocity
increases from 250 to 550 km sec™!, beyond which o remained practically a constant.
This data also yielded a correlation between a and 6, of the P-point of the l.0.s., a
consequence of the latitudinal velocity profile of the Solar Wind. They found « to
be almost a constant at ~ 3.0 within +20° 6, beyond which it increased to ~ 4.0
by £70° 6,. They report absence of any noticeable dependence of a on elongation
which is in agreement with earlier investigations (Coles and Harmon, 1978; Woo and
Armstrong, 1979; Yakovlev et al., 1980). Yamauchi et al. (Yamauchi et al., 1998)
also find an « close to 3.0 for the equatorial Solar Wind in the 40 R to 80 R
region investigated by them.

Thus there is insufficient agreement in the observations on the value of o and
different datasets and techniques have yielded different results. We have chosen to
use a value of 3.0 for a.

Effect of inner scale variations

As g; and 6, have similar functional form, they have a similar effect on the power
spectrum of intensity fluctuations. The effects of the two on the power spectra
can be studied if the 6, is known a priori. While the source size filter has a z
dependence (equation 2.53), the g; effect is independent of it. This property can be
exploited to investigate the effect of ¢; under circumstances when 6, is not known.



The effect of ¢; becomes distinguishable from that of 6, when the power spectrum
is dominated by the contribution to [.0.s. from small z, where the source size filter
is not as effective. Observations of sources at large elongations are, therefore, useful
in studying ¢; without contamination from the 6, effects. When the source size is
large (> 100mas), the source size filter tends to dominate the power spectrum and
the effects of ¢; become difficult to discern in the IPS spectra.

A linearly increasing g; at distances > 50 R has been reported by previous work-
ers (Yakovlev et al., 1980; Scott et al., 1983; Coles and Harmon, 1989). Manoharan
used the following form for inner scale in the range 15° < € < 30° (60 < Ry < 120)

(Manoharan, 1991) :
R\ 1001
s — k 2.56

i (RO) " (2:56)
where s; = 3/¢; and g; is the spatial wavenumber at which the spectrum cuts off. The
linear increase in s; begins to flatten by ~ 100 R (Manoharan, 1991). Yamauchi et

al. also find similar trends in their more recent studies in the range 5Ro < R < 76 R
(Yamauchi et al., 1996; Yamauchi et al., 1998).

In order to estimate the significance of changes in ¢; in the elongation range of
interest to us (20° < e < 80° or 80R; < R < 320R), we used a Solar Wind model
with no ¢; to model the data and looked for variations in the 6, with elongation.
No significant trend was seen for 6, to vary with elongation. We conclude that the
variation of ¢; is, therefore, not important in the range of elongations to which our
observations are confined (20° < e < 80°) and use a ¢; close to 0 in this work since
source size effects are dominant.

Random velocities

The turbulent interplanetary medium is expected to have a complex velocity field.
The turbulent motion in the Solar Wind adds to the bulk motion of the Solar Wind
giving rise to a dispersion in the velocity. In addition, structure in the Solar Wind
may lead to substantially different velocities along different parts of the l.o0.s.. Multi-
station IPS observations by previous workers have shown that the random velocities
decrease with distance from the Sun and become insignificant by an elongation of
about 10° (40 Ry) (Vitkevich and Vlasov, 1970; Ekers and Little, 1971; Armstrong
and Woo, 1981; Scott et al., 1983). The present study assumes the random velocities
to be negligible as we limit ourselves to observations at e> 20°.






Chapter 3

Motivation for Tomographic
Analysis

3.1 Introduction

Many imaging instruments routinely observe the solar corona out to distances of few
tens of R; and many satellites provide in-situ sampling of the Solar Wind plasma
close to 1 AU. In order to be able to relate the studies close to the Sun to the
measurements at 1 AU, it is important to study the Solar Wind in the region of
the heliosphere from 0.1-1.0 AU. IPS is the most useful remote sensing technique
which can be used to study the Solar Wind in this region. While IPS data is useful
for studying the three dimensional structure of the Solar Wind, such studies have
been few in number. This is because of the considerable inherent complexity of the
problem and the fact that it is observationally very demanding to obtain data-sets
suitable for such a task. In this chapter we discuss the uniform Solar Wind models
commonly in use and point out their drawbacks. We argue that IPS data is well
suited for a tomographic reconstruction of the inner heliosphere and discuss the
feasibility of such a study.

3.2 Modelling Solar Wind using IPS observations

Detailed modelling of the observed power spectrum requires knowledge of the prop-
erties of Solar Wind all along the l.o.s.. This information is usually not available
and deriving it from Earth based observation is often the primary motive for IPS
studies. As has been discussed in Section 2.5.2, the power spectrum observed to-
wards a [.0.s. is a sum of the power spectra due to the individual thin screens along
the l.o.s.. The power spectra due to individual thin screens depend upon the phys-
ical properties of the Solar Wind which constitutes the thin screen (Section 2.5.1).



In principle, the physical properties of a given thin screens are independent of the
physical properties of other thin screens. Thus the number of the free parameters
involved in the computing power spectrum observed towards a [.0.s. can be quite
large. The constraints available, from the point of view of modelling P(v) in terms
of thin screen spectra, usually come from the power spectrum observed itself and are
much smaller in number. It is, therefore, necessary to reduce drastically the num-
ber of free parameters in the model by introducing some reasonable assumptions.
Traditionally, this has been achieved in one of the following two ways.

3.2.1 Featureless Solar Wind models

In these models the Solar Wind is assumed to be an isotropic and steady flow of
magnetised plasma devoid of any structure. These models substantially reduce the
number of free parameters as the physical properties of individual thin screens no
longer remain independent quantities. In fact, a single number can specify a given
physical parameter of the Solar Wind for all the thin screens. This leads to the
number of free parameters being reduced to the number of physical parameter of
the Solar Wind which one wishes to model.

Lack of structure and the consequent uniformity of velocity imply that there
is no interaction between the Solar Wind originating from different parts of the
solar surface. The acceleration of the Solar Wind to the velocities observed in the
interplanetary medium and by the Earth orbiting satellites is believed to be complete
by the time it traverses out to 0.1AU (Grall et al., 1996). The Solar Wind plasma,
originating from a given part of the solar surface, free-streams along Archimedean
spirals with a constant and purely radial velocity at all points on the trajectory
(Figure 1.3) beyond this distance. The structure-less Solar Wind, therefore, traverses
the region of the heliosphere sampled by IPS (~ 0.35 — 1AU at 327M Hz) with no
change in it’s velocity. In these models, V| (z) can be computed from the relative
locations of the Sun, the Earth and the orientation of the lo.s. (Figure 2.1). It has
a well defined maxima at the point on the [.0.s. closest to the Sun, referred to as the
P-point in the literature, and is a function of the elongation. V| (z) is plotted for
a few elongations in Figure 3.1. From Figure 3.1 and equation 2.24 it follows that
power spectra due to the thin screens near the P-point have the highest frequency
content. Thus the high frequency part of the observed power spectrum receives
contributions dominantly from the P-point.

The constant radial velocity of Solar Wind requires n, to drop as squared of
the distance from the Sun in order to ensure conservation of mass. The strength of
scintillations, quantified by C?, is proportional to én?. Assuming dn. o< n., C2 drops
as R™*, where R is the heliocentric distance. The contribution of each of the thin
screens along the [.o.s. to the observed power spectrum can thus be thought of as
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Figure 3.1: The component of velocity of the Solar Wind | to the l.o.s. —
This figure plots V| (z) along the length of the Lo.s.. Plots for e = 20°,40°, 60° and
80° are presented. All the curves have a well defined peak at the z corresponding
to the P-point (z = cos(¢)). The width of the peak in V| (z) increases considerably
with elongation. A feature-less Solar Wind model with a purely radial velocity of
400 km s~! was used to generate these curves.
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Figure 3.2: Variation of (6n?)? along the l.0.s. — This figure shows (6n?)? along
the l.o.s.. Plots for ¢ = 20°,40°,60° and 80° are presented. Note the steep fall in
(0n?)? and the broadening of the maxima with increase in elongation. A featureless
Solar Wind model with R=2 fall off for dn, was used to generate these curves.

being weighted by a factor which varies as R~*. Figure 3.2 clearly shows that most
of the contribution to the power spectrum of intensity fluctuations comes from the
part of the Lo.s. closest to the Sun. At elongations greater than 60°, the maximum
contribution to the observed IPS moves farther away from P-point because of the
Fresnel filter term (2.36) in the equation 2.35.

The other Solar Wind parameters, namely Azial Ratio, o and g; are usually not
varied in these models from one thin screen to the next and are set to appropriate
values.

These models are most often used to describe the ambient or the quiescent part
of the Solar Wind(Section 1.6. They have also been used for studying the departure
of the Solar Wind from the expected ambient behaviour by comparing the observed
properties of the Solar Wind to the expectations from these models.



3.2.2 The ‘P’ point approximation

As mentioned earlier, a small part of the [.o.s. contributes significantly to the power
spectrum. The P-point approximation constitutes the extreme case of this approxi-
mation where the Solar Wind at the P-point of the [.0.s. is assumed to dominate the
power spectrum of intensity fluctuations (Figure 2.1). Contributions to the power
spectrum from all other parts of the [.o.s. are considered negligible in comparison.
This approximation finds justification in the steep fall off of dn. as a function of
the heliocentric distance, R, and the consequent maxima of C? at the P-point (Sec-
tion 3.2.1 and Figure 3.2). It becomes less and less valid with increase in elongation
as the maxima of dn, broadens considerably with elongation. Also, the contribu-
tion to the power spectrum from parts of the [.0.s. close to the Earth gets reduced
because of the Fresnel filter term in equation 2.35, hence the point of dominant
contribution to the power spectrum shifts slightly away from the P-point.

The P-point approximation is often used to associate the properties of the Solar
Wind seen in the interplanetary medium to the sites of their origin on the solar
surface. This is achieved by tracing back the path of the Solar Wind from the P-point
to the solar surface (or some fiducial spherical surface at some fixed radial distance
from the Sun) along the Archimedean spiral defined by the velocity of the Solar
Wind. The P-point approximation is better suited for studying the transients like
Interplanetary Disturbances (IPDs) or investigating the behaviour of the disturbed
Solar Wind, where the featureless Solar Wind models are poorly suited.

3.3 Earlier attempts

Though most of the IPS studies of the Solar Wind have made use of uniform Solar
Wind models, they have none-the-less been used to study the structures in the Solar
Wind. In spite of the apparent inconsistency in the approach, it had been adopted
because of lack of better options as IPS is the only remote sensing tool available
to invesitgate the interplanetary medium in a large part of the inner heliosphere.
There have been numerous attempts to study the Solar Wind using the assumptions
discussed in the Section 3.2. Some of these are discussed below. Only a represen-
tative few references have been included here and they are meant to give a flavour
of the nature of the work done, no attempts have been made to provide a complete
set of references.

Velocity estimates

IPS has been used to estimate the velocity of the Solar Wind. The early attempts
were by Armstrong and Coles (Armstrong and Coles, 1972) at 74 M Hz and Kak-



inuma et. al. (Kakinuma et al., 1973) at 69.3 M Hz in early 1970s and used the
multi-station observations. Bourgois et. al. (Bourgois et al., 1985) used the EIS-
CAT facilities to estimate the Solar Wind velocity at 933.5 M Hz in 1985 which had
significantly longer baselines and hence were able to provide more accurate deter-
mination of properties of the drifting interference pattern. Single station estimates
of Solar Wind velocity were first reported by Manoharan and Ananthakrishnan in
1990, where they estimate the velocity of the Solar Wind by fitting the observed
power spectra with uniform Solar Wind models (Manoharan and Ananthakrishnan,
1990). Both single station and multi station velocity estimates have been in use ever
since and have proved their usefulness over the years.

‘e’ maps

There have been attempts to map properties of Solar Wind using the P-point ap-
proximation, by the Cambridge group (Gapper et al., 1982) since early 1980s. These
attempts concerned themselves with mainly looking for deviations from the normal
Solar Wind conditions and used a parameter, g, to quantify the departure from the
normal Solar Wind conditions. g was defined as :

me

R

(3.1)

where m, was the scintillation index observed on particular source at an elongation
e and (m(e)) the average of a large number of observations of scintillation indices
of the same source at the same elongation. A survey was undertaken by Purvis et.
al. using the Cambridge 81.5 M Hz array, to catalogue the sources suitable for IPS
observations in an attempt to improve the sampling of the heliosphere by increasing
the number of sources available (Purvis et al., 1987). A large number of sources
were observed and the g maps were examined for presence of large scale correlated
features. These sources were observed everyday at transit and a g map was obtained
daily. These g maps were used to track Interplanetary Disturbances (Tappin et al.,
1983) and Co-rotating Streams (Tappin et al., 1984) in the Interplanetary Medium.
They were also considered as a tool for forecasting geomagnetic activity, but met
with rather limited success (Leinbach et al., 1994).

There have been attempts at real time forecasting the Interplanetary Distur-
bances on the basis of solar activity. IPS observations were used to test the predic-
tions and also obtain more information in order to make a well constrained model
for the event (Manoharan et al., 1995).



Turbulence parameters

IPS has been a very useful technique to study the turbulence parameters of the Solar
Wind over a large range of heliocentric distances and latitudes. Various studies
which investigate the Solar Wind parameters like o, Azrial Ratio and ¢; and their
radial evolution have been undertaken both for the ambient Solar Wind and the
IPDs (Coles and Harmon, 1978; Yamauchi et al., 1996; Yamauchi et al., 1998, 1999;
Manoharan et al., 2000).

Solar cycle dependence of Solar Wind properties

IPS data has also been used to study the changes in the properties of the ambient
Solar Wind with the progression of the solar activity cycle. A review of the subject is
provided by Kojima and Kakinuma (Kojima and Kakinuma, 1990). The dependence
of Interplanetary Disturbances on the solar activity cycle has also been investigated
using TIPS data (Manoharan, 1996).

Studies of transients

IPS observations have routinely been used to study the transient phenomena ob-
served in the Interplanetary Medium (Ananthakrishnan et al., 1999). Another use
to which IPS data has been put is to try to associate the Interplanetary Distur-
bances with the event and structures seen on the Sun (Manoharan, 1997b). There
have also been attempts at comparatively detailed modelling of the IPDs using IPS
data (Gothoskar and Rao, 1999).

Two component model for Solar Wind

There have been attempts to model the Solar Wind as a two fluid system (Grall
et al., 1995; Rao et al., 1995). This approach used the cross correlation function of
the time series of intensity fluctuations observed at two (or more) different observing
stations to estimate the velocity of the Solar Wind and demonstrated convincingly
the presence of two velocity streams. This approximation is one step better than
the featureless models and yielded better fits to the observed data. Additional
inputs from white light synoptic observations were also used to constrain the free
parameters of the model which are more than twice in number than those required
by the featureless Solar Wind models.



3.4 Deviations from uniform Solar Wind models

The presence of considerable structure in the Solar Wind has been well known since
the early studies of the Solar Wind. The assumptions of uniform Solar Wind are no
longer valid under such situations. A few instances where this happens are discussed
below.

3.4.1 Latitudinal structure of the Solar Wind

It is now well established that the Solar Wind, at least during the epochs close to
solar minima, has a well defined latitudinal structure (Section 1.6). The velocity

of the Solar Wind in the equatorial regions is about ~ 400 km s~!.

It increases
to about ~ 700 km s~! by mid-latitude regions and continues to remain at similar
values right up-to the poles. There have also been some claims of there being a
north-south asymmetry in the velocity profiles. All l.0.s.s to sources away from the
ecliptic plane sample the Solar Wind arising from both the equatorial regions and
regions outside the equatorial belt. Hence the assumption of a featureless Solar

Wind is not well suited for non-ecliptic sources.

3.4.2 Radial evolution of Solar Wind

The ambient Solar Wind is also endowed with considerable structure, referred to
as stream structure. This has been discussed in some detail in Section 1.6. The
non-uniform velocity of the Solar Wind arising from different parts of the Sun cause
the slower Solar Wind and the faster moving plasma behind it to interact. This
interaction develops as the Solar Wind traverses radially outwards and leads to a
non-uniform radial profile of physical properties of the Solar Wind. In particular,
Co-rotating Interaction Regions (CIRs) are formed when the fast Solar Wind, usually
arising from coronal holes, pushes against the slower moving Solar Wind ahead of
it. They have an accumulation of matter at their leading edge and leave an under
dense region in their wake. CIRs undergo gradual steepening in their density and
velocity profiles and often develop into shocks beyond ~ 2AU and are discussed in
a little more detail in Section 1.6. Around the Solar minima they often form stable
structures which may live for a few solar rotations. As this leads to presence of
structures evolving in both, space and time, in the Solar Wind, the assumptions
made in Section 3.2 are violated.



3.4.3 Solar activity and IPDs

The Sun is the site of many interesting, complex and violent phenomenon. Some
of these phenomenon give rise to mass ejections which travel in the Interplanetary
Medium to a few AU before they merge in the ambient Solar Wind. The physical
properties of the Solar Wind which constitutes the IPDs are significantly different
from those of the ambient Solar Wind. IPS power spectrum is sensitive to some of
these physical properties like velocity, C2, o and Awxial Ratio. Presence of IPDs
also renders the assumptions and approximations described in Section 3.2 invalid.

Another shortcoming of the P-point approximation which should be highlighted
is that it is of limited use for locating the sites of the Solar Wind sampled by a l.o.s..
This ambiguity arises because the angle subtended by the part of the l.0.s. within
the half-width of the [.0.s. weight function on the Sun is substantial. This effect is
practically independent of the € because the weight function has a broader maxima
at higher values of ¢, and hence larger half-widths, which subtend similar angles at
the Sun. The site location often have ambiguities of as much as 45°.

3.5 Tomography

In view of above discussion, it is clear that a study of the Solar Wind must take the
inherent 3D structures in the Solar Wind into account. Tomography, which, deals
with the subject of reconstructing a 3D model of an object by using a set of 2D
projections of the object also has similar objectives. The most familiar examples
of tomography come from medical imaging where it has proven to be a very useful
non-invasive investigation tool. We explore the relevance and utility of tomographic
reconstruction methods for obtaining 3D models for the Solar Wind.

The basic idea behind tomography or a tomographic reconstruction is fairly
simple. Consider an optically thin source of emission occupying a finite volume.
Each pixel in an image of such a source represents the [.0.s. integration of the
volumetric emissivity of the source integrated over the bandwidth of observation. By
obtaining images of the emission source from several different observing angles, the
underlying 3D structure of the emission can be deduced. The optically thin source
can be replaced by an optically thin absorbing medium, in which case the image
is, in some sense, a shadow. The basic requirement is that of an observable which
retains additive information of the entire path traversed in the medium. Emissivity
and optical depth both fulfil this requirement. Much of the following discussion is
based on a very readable article by Swindell and Barrett (Swindell and Barrett,
1977).



3.5.1 Formulation of the problem

The problem of tomographic reconstruction for the simple case of a monochromatic
beam passing through a 2D optically thin absorbing medium can be formulated as
follows. The attenuation suffered by a monochromatic pencil beam of incident inten-
sity, Iy, on passing through a uniform absorbing medium is given by the expression :

I = Iyexp (—ux) (3.2)

where p is the linear absorption coefficient of the medium and z is the path length
traversed in the medium. For a inhomogeneous medium, the expression takes the
form :

Is(z') = I exp {— / Demwu(x,y) dy’} (3.3)

Source
where ¢ the orientation of the projection with respect to the reference coordinate
system shown in figure 3.3. In order to linearise the formulation, the above equation
is expressed as :
Detector
fol@) = —W(Ip/T) = [ u(a,y) dy (3.4)
Source

The goal is to obtain an estimate of u(z,y) from a sufficiently large set of projection

data, fu(z')s.

3.5.2 Reconstruction

The mathematical basis for performing a tomographic reconstruction has been known
at least since 1917 (Radon, 1917). The most crucial ingredient of the reconstruction
is the central slice theorem, also referred to as the projection-slice theorem. This
theorem states that the 1D Fourier transform of a 1D projection of a 2D object is
mathematically identical to a slice through the 2D Fourier transform of the object
itself. This result can be proved as follows:

Let the object distribution be denoted by u(7), where ¥ = (x,y). Consider a pro-
jection along the vy’ axis given by :

fola') = [ u() dy (35)

where (2/,y') axes are rotated by an angle ¢ with respect to the fixed (z,y) co-
ordinates (Figure 3.3). The 1D Fourier transform of the projection is :

Filfa@)} = [ fol@) expizn Ka') do (3.6)

where k' is the spatial frequency variable conjugate to z’. Substituting from equa-
tion 3.5, we get :

F{fs(a)} = / d:v/ w7 exp(i2r Ka') dy' (3.7)



Figure 3.3: Obtaining projection data for a tomographic reconstruction —
A 2D optically thin medium is fixed with respect to the (z,y) frame. The direction
of the illuminating beam is specified by the 3’ axis and takes various values as it
rotates. The projection data is gathered along the z’ axis for each angle of rotation,
¢. The projection function, f,(z'), and the fraction of emergent intensity, I/I,, are
plotted schematically.



which can be expressed as :

Flfo@)} = | [ do’ [ (i) explize (6’ + 1)} dy (3.8)
—00 —00 I'=0
where " is the spatial frequency variable conjugate to 3’. The equation just obtained
is the 2D Fourier transform, F,(u), evaluated along the line I’ = 0, a slice in the 2D
frequency plane. This completes the proof of the theorem.

As k' and [" are always conjugate to =’ and ¥’ respectively, the line I’ = 0 rotates
as the projection angle is changed. A set of projections over a 180° range in ¢ is
sufficient to determine Fy(u) at all points. The 2D Fourier transform of the object
readily yields the object itself by an inverse Fourier transform.

The Central Slice theorem can be generalised to state that the N dimensional
Fourier transform of a NV dimensional projection of a (N + 1) dimensional object is
mathematically identical to a slice through the N dimensional Fourier transform of
the object itself. Arguments similar to those presented above, allow for reconstruc-
tion of a 3D object from a set of its 2D projections.

The spatial resolution of the reconstructed image is of the order of the resolu-
tion of the individual observations. If the resolution of all the projections used are
not the same, the reconstructed image is not expected to have to resolution better
than the lowest resolution observation. The reconstruction process becomes better
constrained as the number of observed projections increases. The fidelity of the re-
construction increases till a limit, due to Nyquist sampling, is reached. With Nyquist
sampling the reconstruction process becomes a formal mathematical inversion and
exact reconstruction of the original source can be achieved.

The detector noise in the projection observed is often a significant source of
error in the reconstruction process. Presence of noise leads to inconsistencies in the
data, i.e., there exists no solution which satisfies all the constraints imposed by the
projection data. In pra(itice, therefore, the reconstruction from the data is always

some best-fit solution, p(z,y), because of finite sampling and the inherent noise in
the data.

Apart from the Fourier transforms based algorithms, some other image recon-
struction algorithms have also been used. Among the popular ones are back projec-
tion and algebraic reconstruction technique (ART) and their variants.

3.5.3 Applications

The first practical applications of tomography began to appear in early 1960s (Cor-
mack, 1964) and were in the field of medical imaging. These applications used
X-rays to render visible thin slices through any section of a living human body. The



reconstructions obtained had achieved a phenomenal resolution of 2 mm and noise
levels corresponding to a 0.5% change in optical depth by late 1970s. The appli-
cations now span a wide range ranging from Astronomy, non-destructive testing of
materials and mapping of temperature field in a gas using the associated change
in the refractive index of the gas. A search in NASA’s Astrophysics Data System
Abstract Service using tomography as a key word and with a time range from 1995
to 1999 returned a list with 141 entries. The titles of a small selection of references
from the list are mentioned below to illustrate the variety of subjects dealt with:
Neutrino absorption tomography of Earth’s interior (Jain et al., 1999), Explosion-
seismic tomography of a magmatic body beneath Mount Etna (Laigle and Hirn,
1999), Application of Computer Tomography (CT) for Search of Life in Extreme
Environments (Tsapin et al., 1999), Coronal structure of the Whole Sun Month:
A tomographic reconstruction (Zidowitz, 1999), Ionospheric calibration of radar al-
timeters using GPS tomography (Ruffini et al., 1998), Next generation tomography:
Accretion Disks as they “really” are (Vrielmann and et al., 1998), Tomographic
Method for Meteor-Flux Determination from Radar Observations (Belkovich et al.,
1997) and 21 Centimetre Tomography of the Intergalactic Medium at High Redshift
(Madau et al., 1997).

There have been attempts to apply the technique of tomography to the solar
corona. The first attempt to explore the feasibility of such an exercise, known to us,
was in 1994 (Davila, 1994). The availability of good quality data from satellite mis-
sions like SOHO and Earth based coronographs has kindled the interest in exploring
this technique (Zidowitz, 1999; Panasyuk, 1999).

3.6 Tomography and IPS

The primary observable of IPS, the power spectrum of intensity fluctuations, is a
measure of the weighted sum of the properties of the Solar Wind along the [.0.s.
(equation 2.42). As the power spectrum carries additive information of the entire
path length traversed in the Interplanetary Medium, it satisfies one of the necessary
conditions for being useful for tomographic reconstruction. In addition, tomography
requires a set of projections of the medium along different directions or planes. A
projection, by definition, involves an integration along one of the axes and hence
has one less dimension than the projected object. A 3D object is projected on
2D planes and a 2D object along 1D lines. While the medium of our interest, the
inner heliosphere, is a 3D object, IPS provides only integration along individual
l.0.s.s, which are essentially directions in space and may be thought of as individual
pixels of a 2D image. Thus, though the observable of IPS is well suited for a
tomographic reconstruction, IPS data cannot be used directly for tomography as
it is not in the form of projections of the medium. If the problem can be posed



in terms tomographic reconstruction of a 2D medium, the IPS data can be used
as an input to the reconstruction process. Assuming that it is possible to model
the radial propagation of the Solar Wind in an acceptable manner, individual IPS
measurements along different directions can be backproject on a fiducial spherical
surface centred on the Sun. The properties of the Solar Wind, as projected on this 2D
surface, can be reconstructed from individual IPS measurements using tomographic
techniques. A model for radial propagation of Solar Wind can then be used to

propagate this fiducial surface to fill the entire inner heliosphere and generate the
3D model of Solar Wind.

It is essential for a tomographic reconstruction that the entire medium being
reconstructed should be projected along many different directions. The reconstruc-
tion process is well constrained only if each of the projections sample the entire
medium. If a significant contribution to the projection comes from a part of the
volume not sampled by many different [.0.s.s, it leads to non-unique tomographic
reconstructions. All the [.0.s.s available to IPS, at any given time, lie in a volume
enclosed between the two cones obtained by rotating the [.0.s.s at the smallest and
the largest €, respectively, about the Sun—Earth line, as explained in Figure 3.4. The
part of the heliosphere at R < sin(€,,) is never accessible to IPS as the weak scat-
tering assumption breaks down close to the Sun. As the S/N of IPS measurements
decreases with elongation, observations at elongations larger than e€,,,, are not very
useful for studying the Solar Wind. The contribution to IPS from the regions at
larger heliocentric distances, in the accessible volume, reduces because of 1/R* de-
crease in 0n, and that from the near field regions of the Earth get weighted down as
the phase fluctuations imposed by the thin screens in this region do not develop into
intensity scintillation for an Earth based observer. Thus, in the available volume of
solid angle, the sensitivity of IPS observations to Solar Wind is not constant and
varies considerably.

The rotation of the Sun allows a large number of perspectives to be presented to
Earth based observers. Ecliptic cuts across the regions of inner heliosphere covered
at 3 different phases in the rotation of the Sun are shown in Figure 3.5. Thus
IPS l.o0.s.s can sample a large fraction the inner heliosphere with many different
perspectives as seen from the ecliptic. It takes the period of a solar rotation to
sample the medium with a complete set of projections.

3.7 Tomography assumptions

A tomographic reconstruction of the inner heliosphere using IPS data bases itself
on the following key assumptions.



Earth

Figure 3.4: Heliospheric coverage of IPS observations — IPS l.0.s.s can sample
a large fraction of the heliosphere at any given time. Consider the solid angle en-
closed by the cone corresponding to maximum elongation at which IPS observations
are made and remove from it a much smaller cone centred on the Sun defined by
the minimum elongation closer than which IPS assumptions break down. The solid
angle enclosed between these two cones is the part of inner heliosphere suitable for
IPS observations.



Figure 3.5: Overlap of regions sampled by IPS l.0.s.s — As the Sun rotates,
stable features in the Solar Wind co-rotate along with it, much like the twirling skirt
of a ballerina, and different perspectives of the inner heliosphere are presented to
an Earth based observer. In order to demonstrate the overlap of the regions of the
heliosphere sampled, the regions accessible to IPS from three different locations of
the Earth spread over half the rotation period of the Sun are shown in the Sun’s
reference frame. The overlap of hashed regions represents the overlap in sampling
of the same physical region by different [.0.s.s. The view presented is a schematic
cut across the ecliptic plane.



1. Time stationarity — A true tomographic reconstruction requires the entire
inner heliosphere to be sampled using a large number of [.0.s. and good spatial
coverage on time scales smaller than the time scales of variation of the phys-
ical properties of the interplanetary medium in the inner heliosphere. This
requires observations of a large number of the distant compact radio sources
simultaneously from many different vantage points which offer different per-
spectives, say at different angular positions along the ecliptic. All Earth based
observations are necessarily limited to only one perspective at any given time.
The perspective available changes slowly due to the rotation of the Sun with
a small additional component due to revolution the Earth around the Sun.
As it takes one solar rotation period for the entire inner heliosphere to be
sampled using IPS, it is necessary to assume that Solar Wind undergoes little
time evolution during this period. A significant time evolution of the Solar
Wind in this period leads to inconsistencies in the data-set and render the
data unsuitable for a tomographic reconstruction.

2. Radial evolution - As has been pointed out earlier, the Solar Wind may un-
dergo significant change in some of its properties as it travels outwards from
the Sun. The rigorous modelling of the radial evolution of Solar Wind requires
solving 3D magneto-hydrodynamical equations with the right boundary con-
ditions. In absence of a rigorous solution, one is forced to use some heuristic
arguments to guess the approximate functional dependence of the physical
properties of the Solar Wind which evolve with radial distance. A model
for radial dependence therefore needs to be assumed in order to perform the
tomographic inversion.

3. Simple structure — The large scale structure in the Solar Wind is assumed
to described well using models with a few degrees of freedom. While the Solar
Wind is known to have time variations at a range of time scale, it is hoped that
the fast variations will get averaged out in the large bulk of the data spread
over an entire Carrington rotation and stable long lived structures would be
seen clearly. The studies of large scale average structure of the Sun, in the
past, have not given any indications of it being very complex in nature.

3.8 Limitation of IPS tomography

Astrophysics is an observational, not experimental, science. The phenomenon stud-
ied are almost always inaccessible to direct manipulation and must, usually, be
observed from large distances and often indirectly. The vantage point being usually
confined to the Earth (or near Earth satellites), limits our view of the heavens to a



single perspective of the 3D universe. These, rather severe constraints, lead to many
limitations on a tomographic reconstruction, which are enumerated below.

1. Sensitive only to long lived features — As the data collected over the
period of a solar is used to yield an average 3D structure of the Solar Wind for
the entire period, this technique is sensitive to only long lived stable features.
Short time variations tend to get averaged out and act as additional noise in
the data. Systematic time evolution during the course of the observations will
lead to inconsistencies in the data-set.

2. Problems due to limited and non-uniform sampling — At any given
instant of time, a solid angle of ~ 5.8rad® (0.44 4w) ! is accessible to IPS.
There are, usually, many compact radio sources with sufficient flux densities
in this large solid angle which can be used as IPS sources. The distribution of
the sources in this solid angle is often not uniform, giving rise to a non-uniform
coverage of the inner heliosphere. This leads to the reconstruction not being
equally well constrained in all parts.

3. Problems away from the ecliptic — As one moves away from the ecliptic
plane, the overlap of the regions being sampled by the [.0.s.s with significantly
different perspectives reduces substantially. This is purely a geometrical effect.
The reconstructed models of the Solar Wind, therefore, tend to become less
constrained further away from the ecliptic.

3.9 Problems envisaged

In addition to the problems due to violations of assumption, an attempt at tomo-
graphic reconstruction also faces the following problems :

1. Observationally intensive — The observational effort required to acquire
IPS data for the purpose of a tomographic reconstruction is quite demanding.
It is necessary to sample a large number of [.0.s.s everyday, at least for the
duration of one solar rotation. In order to cover the sources in the chosen ¢
range at least 12hrs of observing time are needed everyday. In order to pick up
the signature of structure in the Solar Wind being sampled by the [.0.s., good
S/N observations are necessary. This practically requires the availability of a
dedicated telescope with good sensitivity and considerable declination coverage
for long lengths of time. It is most unusual, if not outright impossible, for
telescopes with good sensitivity and declination coverage to be available for
many hundreds of hours of observing time for a given project.

1Using €min = 20° and €pqs = 80°



2. Computationally complex and intensive — A rather voluminous data-set
is necessary for a well constrained tomographic reconstruction. The software
required to attempt tomographic reconstruction using IPS data would be of
respectable complexity and the volume of the software would also be consid-
erable, especially in view of the fact that the software would be required to be
developed in-house single handedly. Apart from the software effort involved,
the exercise would be computationally very intensive and the convergence of
the reconstruction is not assured.

In view of the above, it is not surprising that there have been few attempts at
tomographic reconstruction of the Solar Wind using IPS. The only other attempts
have been by the groups at University of California, LaJolla, USA (Jackson et al.,
1997; Jackson et al., 1998) and the Solar-Terrestrial Environment Laboratory group
at Nagoya, Japan (Kojima et al., 1998; Asai et al., 1998). Both these attempts used
data from dedicated IPS observatories at Cambridge (81.5 M Hz IPS array) and
Nagoya (327 M Hz multi-station observations).

We had the advantage of having a sensitive telescope with a good declination
coverage, the Ooty Radio Telescope, India available to us practically as a dedicated
IPS instrument. The Ooty IPS measurements provide another significant advantage
of measuring both the scintillation index, m, and the IPS velocity from the same
data, unlike the Cambridge and Nagoya measurements. Being at a higher observing
frequency of 327 M Hz, the Ooty IPS observations suffer much less contamination
from ionospheric scintillations as compared to the Cambridge observations. The
higher observing frequency and sensitivity of the Ooty Radio Telescope allow the
study of a larger region of heliosphere from ~ 0.3-1.0 AU and thus provide the
missing link between the measurements close to the Sun and at 1 AU. As our epoch
of observation was close to the minima of the solar activity cycle and we considered
it appropriate to attempt a more focussed study of the tomographic reconstruction
of the equatorial Solar Wind.

3.10 Other attempts at obtaining the 3D struc-
ture of Solar Wind

The reasons detailed in Section 3.4 demonstrate that uniform Solar Wind models
provide unrealistic descriptions of the Solar Wind. Any realistic attempt at studying
the Solar Wind must take into account its inherent 3D structure. There have been
attempts involving varying degrees of complexity and finesse which have met with
varying degrees of success. The attempts have mainly been reconstructions of the 3D
structure of the Solar Corona, a few R away from the solar surface. A representative
few are discussed here.



3.10.1 Solar Corona

Since the feasibility study by Davila (Davila, 1994) in 1994, there have been a few
attempts to tomographically reconstruct the 3D structure of the solar corona. The
most recent efforts have been by Zidowitz (Zidowitz, 1999) and Panasyuk (Panasyuk,
1999). The former attempt used polarised brightness images of the corona from 1.122
to 2.446 Rgyy,, from the Mark-ITI K-coronometer at Hawaii. The latter used the UV
Coronograph Spectrometer on SOHO, where each exposure was an array of photon
counts for a given slit position in the plane of the sky. Both these attempts have
used observations from an epoch close to the solar minima, during the Whole Sun
Month (August 10 to September, 1996) and conclude that tomography is a useful
technique for studying the large scale long lived features during the solar minima.

Hick et. al (Hick and Jackson, 1998) have used white light Thomson scattering
data for a tomographic reconstruction of the electron density distribution in the
inner heliosphere. They have used images from the photometer instrumentation on
board the spacecrafts HELIOS 1 and HELIOS 2 and their prime motivation was to
developed a technique for use with Solar Mass Ejection Imager (SMEI) data, once
it became available.



Chapter 4

Observations and Data analysis

4.1 Introduction

The two essential requisites for tomography are

1. An observable sensitive to an integral along the the path of propagation in the
medium being studied.

2. Ability to sample the same physical part of the medium with many different
perspectives.

The plan of observing was optimised to suit these demands of tomographic recon-
struction. The various aspects which were kept in mind were the epoch and duration
of observations, the selection of sources, the heliographic latitude coverage, the elon-
gation coverage and the observing strategy. This chapter describes the observational
setup used for IPS observations at the Ooty Radio Telescope, the observing strat-
egy and the data-set which was obtained as a part of the present work. The data
processing done to obtain the power spectrum of intensity fluctuations from the
observed time series and the computation of scintillation index, m, is discussed as
well.

4.2 The Ooty Radio Telescope

The data used in this thesis was obtained from the Ooty Radio Telescope (ORT)
(Swarup et al., 1971) which is operated by the Radio Astronomy Centre, Ooty,
a part of the National Centre for Radio Astrophysics, Pune, India. The ORT is
located in the state of Tamil Nadu in India at +11°23’' North, 76°40’ East and
at an altitude of 2150 m above the mean sea level. Figure 4.1 shows a views of
the ORT and the control room building. It is an equatorially mounted parabolic



Figure 4.1: The Ooty Radio Telescope — The first picture is a view of the Ooty
Radio Telescope looking southwards. A few of the parabolic frames which support
the steel wires which form the reflecting surface are clearly seen. The feed system,
held fixed at the focus of the parabola, is also clearly visible. The second picture is
an early morning view of the ORT Control Room.



cylinder of length 530 m along the North-South direction, 30 m along the East-West
direction, operates at a centre frequency of 327 M Hz and the maximum bandwidth
of the signal available is 12 M Hz. The equatorial mounting of the telescope has
been achieved by placing the telescope on a hill which has a natural North-South
slope close to the value of the geographic latitude of the place. The half-power
beamwidth of the ORT is 2° in hour angle and 3’ in declination. The ORT has an
effective collecting area of about 8,000 m?, a system temperature (Ts,s) of 150°K
and is sensitive to the part of the incident radiation linearly polarised along the
North-South axis. The sensitivity of the telescope to linearly polarised radiation is
a consequence of it’s reflecting surface being made of stainless steel wires which run
along the length of the telescope and the fact that the dipole arrays at the focus
are also linearly polarised. The reflecting wires are 1,100 in number and 0.38 mm
in diameter. Tracking along hour angle is achieved by simply compensating for the
rotation of the Earth by rotating the telescope along the North-South axis from
East to West. A total of 9% hours of hour angle coverage is available, from 4 hours
East to 5% hours West.

The feed system of the ORT comprises of a set of 1,056 dipoles arranged along
the focal line of the parabolic reflector. The dipoles are organised in 22 groups of
48 dipoles each, referred to as modules. After ORT feed system upgrade in 1991-
1992, the telescope can now routinely achieve a signal-to-noise ratio (S/N) of 25
for 1 sec integration on a 1 Jy source for a bandwidth of 4 M Hz. Beam forming
along the declination axis is done by applying a phase gradient along the North-
South direction. This is effected by introducing a phase shift between the signal
from individual dipoles in a module and both an appropriate delay and a phase
shift between the signal from different modules. The range of declination accessible
from ORT is +60°.

The outputs from each of the modules are given to power dividers which produce
12 outputs. These outputs can be independently combined, with slightly different
delay gradients across the modules, to form 12 beams in the sky, separated by 3’ in
declination, all of which can be used simultaneously. This allows a region of angular
size 36’ by 2° to be observed using the 12 different beams at any given time.

Each of the ORT beams can be in operated in either a total power mode or a
correlation mode, also referred to as the phase switched mode. The signal from all
the 22 modules of the ORT are added in phase in the total power mode. In the
phase switched mode, the outputs from all the modules comprising the North and
the South halves are separately added in phase. The final output is obtained by
multiplying or cross-correlating the signal from the North and the South halves.
The beams for the two modes differ in the North-South direction, they have half
widths of 5'.5sec(d) and 3'.5sec(d) in the total power and phase switched modes
respectively. Using the ORT in correlation mode offers the following advantages



1. It allows one to choose any arbitrary patch of the sky for use as an off-source
region as the correlated signal is not sensitive to a change in uniform back-
ground. This is a very useful feature as IPS observations frequently require
observations of off-source regions to estimate the deflection due to the source
and to monitor the general health of the system.

2. The interference of local origin does not correlate between the North and the
South halves of the ORT.

On the other hand, using the ORT in total power mode offers a /2 better sensitivity
than the phase switched mode but it is more susceptible to interference and Ty,
variations.

4.3 1IPS Observations

Two of the 12 ORT beams were used in phase switched mode for the observations
presented in this thesis, one to observe the source (beam 7) and the other to look
at neighbouring patch of the sky, 12’ South of the source, to monitor the interfer-
ence environment (beam 4). The IPS data acquisition system used a bandwidth
of 4 MHz. The signal from both these beams was simultaneously fed to a chart
recorder for visual monitoring and for use later to flag the interference in the data.
The signal was integrated with an RC time constant of 45 ms, sampled every 20 ms
by a 12 bit ADC and recorded. The data was recorded in chunks of 2, 600 contiguous
samples of the intensity time series, amounting to a duration of 52 sec, referred to
as a record. The mean and variance of each record were computed and displayed in
real time and were used as indicators of data quality and strength of scintillation.

Typically, a scan on a source has about 10 — 15 data records. Off-source obser-
vations were taken every 90 min in order to determine the reference zero level. This
reference level includes contribution of the sky background, noise temperature of
the receiver system and any other systematics. Off-source observations were made
by tracking a neighbouring region in the sky a few degrees away in declination.

4.4 The Data-set

4.4.1 Epoch

The observations for this thesis were conducted at the ORT from the 20 April
1997 to 31 August 1997. The period of observation commenced less than an year
after the minimum of the solar cycle number 23 and spanned about 5 Carrington
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Figure 4.2: Sunspot number progression for Solar cycle 23 — The solid curve
represents the smoothed sunspot number and the dashed curve the observed sunspot
number. The epoch of observation presented in this thesis is marked by the vertical
dashed lines. The sunspot data presented in this figure has been obtained from the
Space Weather Operations group of Space Environment Centre, Boulder, Colorado.

rotations. The location of the epoch of observation with respect to the phase of the
237 solar cycle is shown in the Figure 4.2. The epoch of observations presented
in thesis is marked by the vertical dashed lines. The data presented in this figure
has been obtained from the Space Weather Operations group of Space Environment
Centre, Boulder, Colorado. Our observations were in a period of reasonably low
solar activity, though there were a few spectacular mass ejections and consequent
Interplanetary Disturbances (IPDs).

4.4.2 Source Selection

The sources observed were selected from the catalogue of known scintillators which
has been built up over the years at the ORT (Balasubramaniam, 1997; Manoharan,
1997a). This ensured that the sources selected had components compact enough to
scintillate and that these components had a reasonable flux density. An angular size



cutoff limit of 300mas was used and the mean angular size of the sources observed
was ~ 125bmas. A majority of the sources observed had flux densities > 4 Jy at
327 M Hz. Only in situations where few sources above this flux density threshold
were available, the criterion was relaxed to include sources with lower flux densities.
Table 4.4.2 lists the sources which were observed at least 20 times during the period
of observations along with the number of observations on the source. In addition
to the 71 sources listed in this table, another 28 sources were observed at least 10
times during the observation period.

4.4.3 Considerations for Tomographic Reconstruction

For the purpose of a tomographic reconstruction, it is useful to observe different
l.o.s.s, which, when projected back on the solar surface, have significant overlaps.
The lo.s.s to ecliptic sources map back to almost an equatorial belt on the Sun, a
few tens of degrees in width (Section 2.1 and Figure 2.4). As the l.0.s.s to ecliptic
sources at different elongations and observed at different phases of the solar rotation
period all map back to an almost equatorial belt, they have large overlaps with one
another. Therefore the [.0.s.s most suited for tomography are the ones which sample
the equatorial region of the solar surface. The sources to be observed were, hence,
chosen such that most of the [.0.s.s sample this region. A few sources sampling
the mid and high/low latitude ranges were also included. Most of the sources were
observed only once a day. Two sources close to the ecliptic plane, one on the East
and the other on the West of the Sun were observed more frequently, often ~ 4
times a day. These sources formed a control sample for estimation of short time
scale variations in the Solar Wind. Typically one source each for mid and high/low
latitudes both on the East and the West of the Sun was chosen to be observed once
a day. The heliographic latitude (6 ) distribution of the P-point of the l.0.s. to the
observed sources is shown in Figure 4.3. The daily coverage of the equatorial belt
of the Sun is quite dense from the start of the observations on day number 110 to
about day number 210, beyond which there are some breaks in the observations,
mainly due to bad weather conditions. The distribution of 6, is more clearly seen
in the histogram, which shows the equatorial belt is most densely covered region of
the solar surface and most of the observations lie in the 6 range —20° to 10°.

4.4.4 € coverage

The sources were observed over a large range of elongations (20° > € > 90°) in order
to be able to have an opportunity to study the radial evolution of the Solar Wind.
The distribution of elongation, €, of the observed sources is presented in Figure 4.4.
All through the course of the observations, a large range of ¢ was sampled. The



Table 4.1: List of sources observed — The names of the sources, in B1950 con-
vention, along with the number of times each source was observed are listed. Only
the 71 sources which were observed at least 20 times, during the observing period,
have been listed.

No. | Source Flux (Jy) | Scintillating | Angular
(B1950) | (327 MHz) | Flux (Jy) | Size (")
1 0003-003 11.0 4.90 0.050
2 0005-062 4.7 2.20 0.180
3 0056-001 4.9 4.20 0.050
4 | 01154027 6.8 0.90 0.100
) 0115-016 4.4 3.80 0.200
6 | 01164082 5.2 4.50 0.250
7 | 01284040 5.2 3.40 0.080
8 0129-071 4.2 2.60 0.100
9 | 01344329 43.3 4.10 0.050
10 | 0144-022 3.0 1.80 0.080
11 | 02024149 6.1 3.80 0.100
12 | 02184111 4.7 1.20 0.180
13 | 0240-002 11.2 1.20 0.220
14 | 03164162 8.1 4.50 0.025
15 | 03164413 16.1 4.00 0.050
16 | 03204-053 7.6 5.30 0.100
17 | 03334128 5.2 4.20 0.050
18 | 03474057 8.8 1.50 0.150
19 | 03494-063 3.7 2.20 0.050
20 | 0352+210 2.0 1.60 0.050
21 | 0402+160 2.5 2.30 0.050
22 | 0403-132 7.4 3.60 0.100
23 | 0409+229 3.8 1.10 0.150
24 | 04224084 3.3 1.30 0.050
25 | 0425+214 3.3 2.80 0.060
26 | 0456+270 2.2 2.20 0.100
27 | 0459+252 16.8 1.10 0.180
28 | 0518+165 17.2 5.90 0.040
29 | 0531+194 15.3 6.30 0.050
30 | 0540+187 6.3 0.90 0.120
31 | 0548+165 4.4 3.70 0.050
32 | 0552+125 2.5 2.40 0.250
33 | 0600+219 6.5 1.60 0.070
34 | 0601+203 8.2 4.10 0.300
35 | 0610+260 16.9 1.10 0.050




No. | Source Flux Scintillating | Angular
(B1950) | (327 MHz) | Flux (n) | Size (")
36 | 0616+136 4.8 0.50 0.050
37 | 06184145 9.0 1.60 0.050
38 | 06224147 6.4 2.90 0.120
39 | 0624-058 48.0 4.70 0.200
40 | 06324189 3.2 1.90 0.150
41 | 06454147 2.5 1.10 0.200
42 | 0654-140 9.5 3.80 0.070
43 | 06564213 2.3 1.90 0.050
44 | 0722-095 6.1 1.00 0.050
45 | 07254147 8.2 2.90 0.140
46 | 0735+178 2.3 1.80 0.100
47 | 0741-063 12.9 5.00 0.070
48 | 07584143 7.6 2.40 0.100
49 | 08024163 2.0 1.20 0.030
50 | 0818+179 4.6 3.40 0.040
51 | 08204225 4.2 1.80 0.020
52 | 08274235 2.2 2.10 0.030
53 | 0831+171 6.0 3.00 0.160
54 | 0850+140 11.1 2.50 0.150
55 | 0855+143 7.0 1.90 0.120
56 | 09154227 4.3 1.20 0.120
57 | 0939+139 10.9 4.70 0.200
58 | 10054077 17.2 6.60 0.500
59 | 10194222 7.7 3.80 0.030
60 | 10234067 4.6 0.80 0.150
61 | 1025+154 2.4 2.20 0.220
62 | 1040+123 8.9 2.40 0.050
63 | 1105+148 3.0 2.20 0.030
64 | 1116+128 3.6 1.70 0.030
65 | 1136-135 12.5 0.80 0.200
66 | 1453-109 10.3 2.40 0.120
67 | 2308-109 3.9 3.30 0.050
68 | 2318-166 8.8 5.50 0.070
69 | 2322-052 5.4 1.10 0.100
70 | 2337-063 3.8 3.00 0.050
71 | 2347-026 5.7 4.30 0.040
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Figure 4.3: Distribution of 6, of observed sources — The top panel shows 6
for each of the scans on the scintillating source as a function of DOY 1997 while the
bottom panel shows the 6 distribution in the form of a histogram. The equatorial
region is very well sampled on individual days from day number 110 to 210, beyond
which there are some data gaps. The histogram of 0 distribution shows that most
of the observations lie in the 6 range —20° to 10°.
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Figure 4.4: Distribution of ¢ of observed sources — The top panel shows ¢ for
each of the scans on the scintillating source as a function of DOY 1997 while the
bottom panel shows the e distribution in the form of a histogram. A large range of
e was sampled all through the observations. The coverage on the East of the Sun is
a little denser than that on the West of the Sun. Most of the observations lie in the
range 20° to 80° on either side of the Sun.
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Figure 4.5: Number of scans per day — Total number of scans on a given observing
day are represented by + symbols, number of scans on Calibrator sources by %
symbols and number of off-source scans by x symbols. On an average 40 scans are
available for a typical observing days among which there are 6 scans on off-source
regions and 3 scans on calibrator sources.

number of observations on the East of the Sun are a somewhat more than that on
the West of the Sun. The e range 20° to 80° is very well covered on either side of
the Sun.

The data-set comprises of a total of 5,418 scans, including the calibrator and
off-source scans, and totals upto about 1,500 hrs of telescope time spread over 4%
months. On a typical observing day, the observing session lasted about 15 hrs.
The number of scans on scintillating sources, calibrators and off-source scans are
presented in Figure 4.5. The average values of number of scans observed on a given
observing day, the number of off-source scans and scans on calibrators are 39.6, 5.9
and 2.7 respectively. The large differences in the number of scans on different days
arise mainly because of presence of interference in the early part of the observations
and mainly bad weather towards the later part of the observations apart from power
failures.



4.5 Data Analysis

4.5.1 Data Flagging

While the interference environment at the site of ORT is usually quite favourable,
there are some intermittent sources of man made interference. Often the interference,
when present, is too strong to escape notice. The mean and variance of all the data
records in every scan were examined and the ones which deviated considerably from
the rest were flagged. The chart recorder tracks of the on-source beam and the
off-source beam were visually inspected to look for correlated intensity fluctuations.
As a compact astronomical source cannot give rise to correlated fluctuations in both
the beams (which look at different parts of the sky separated by 12'), such features
were attributed to terrestrial interfering sources and records showing such features
were flagged.

4.5.2 Flux calibration

The number of flux calibrators observed in every observing session usually varied
between 2-5. The counts per Jy, &, was determined by dividing the source deflection
by the known flux of the calibrator at the frequency of observation, S337. The
deflection on the calibrator was estimated by taking the difference of counts observed
on the calibrator, C'cr, and ‘cold sky’, Corr. The cold sky observations are often
referred to as ‘off-source’ scans.

¢ = CCAL;_ Corr (4.1)
327

The off-source counts, typically 5-10 per day, were usually obtained by observing a
region of the sky separated by a few degrees in declination while continuing to track
the current Right Ascension. This caused different estimates of off-source counts to
be obtained by observing different patches in the sky. This is an acceptable practice
because in the phase switched mode, the ORT acts like a two element interferometer
and therefore is not sensitive to a uniform background flux, as explained in the
Section 4.2. In order to increase stability and reduce the effect of confusion, the
counts from all the off-source scans observed in a given calendar day were averaged
to determine Cporpr. The value of € used for a given observing day was obtained by
averaging the &; for all the individual calibrator sources observed on that day.

1 N
§= N;& (4.2)

The & so determined was used to estimate the flux of each of the sources observed.
The flux corresponding to counts observed on each of the off-source scans was also
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Figure 4.6: £ for the period of observations — The Counts per Jy computed for
the period of observations are shown as a function of observing day. The error bars
represent the statistical uncertainty in the determination of £. & remained at a value
close to 45 for a large part of the observing period. The correction for declination
dependence has been incorporated in the Counts per Jy shown here.

estimated and all the off-source scans which yielded a flux > 1/4 Jy were discarded
and the remaining were used to recompute Corp. This recomputed Corr was then
used to compute £ and the fluxes of sources observed were recomputed. The statis-
tical uncertainty in £ was determined from the rms uncertainty on the individual &;s
which were averaged to obtain £&. The values of ¢ for the entire period of observation
are shown in Figure 4.6. £ remained between 40 and 50 for most of the observing
period.

The ORT beam provides much higher resolution in declination as compared to
that along the Hour Angle. The flux received by the ORT beam therefore comes from
an ellipsoidal patch in the sky with a large eccentricity (2° x 3'.5sec(d)). This causes
the flux density of a source as measured at ORT to differ often from that measured
at other observatories or obtained from interpolation of measured spectra because of
the presence of confusing background sources. The confusion flux corresponding to
the ORT beam, 1.5 Jy at 327 M Hz, (Swarup et al., 1971) was considered significant
and was taken into account by cross calibrating the flux density of one calibrator
against another. The most frequently observed calibrator source, 21454151, was



chosen to be the reference calibrator and was assumed to have a flux of 8.1 Jy
at 327 M Hz. The corrected values of the calibrator flux densities were used for
computation of &.

The effective collecting area of the ORT, A.¢¢, depends on the declination of the
source being observed. This is a consequence of the fact that rather than moving
the telescope along the declination axis to point to the source, an appropriate phase
gradient is applied across the aperture of the telescope. This results in reducing
the effective collecting area of the telescope because of projection and other effects.
This declination dependence is found to be approximated quite well by a cos?(d)
functional form. As ¢ depends on A.yy, it also has the functional dependence on
declination which has been taken into account. Care was taken to choose the cali-
brators which were at elongations greater than 40° in order to avoid the systematic
undulations in the baseline due to the Sun in the sidelobes of the telescope.

The flux densities of the observed sources were computed using the following
relation :

Con — Corr
& cos?(9) (43)

Most of the sources were observed a large number of times. Mean and variance of

S327 =

the the flux density measurements for sources observed more than 15 times were
computed. The scans which yielded fluxes differing by more than 3¢ from the mean
were considered unreliable and were hence rejected.

4.5.3 Obtaining the power spectra

In order to obtain the power spectrum of the time series of intensity fluctuations,
each record in a scan was subjected to the following procedure. A running mean,
computed over 512 data points (10.24 sec), was subtracted from each record. This
removed the low frequency (< 0.1 Hz) variations from the data which could have
contaminations due to the Sun in the sidelobes of the beam and also from the low
level ionospheric scintillation. Running mean subtraction left us with a time series
of with 2,088 data points in each record. The first 2,048 of these data points were
used to take a 2! point complex FFT. A cosine taper was applied to the leading and
the trailing 512 data points in the time series in order to reduce the edge effects. The
power spectrum was obtained by squaring and adding the real and imaginary parts
of the FFT output. The power spectrum at this point has a frequency resolution
of 2.44 x 1072 Hz (50/2048 Hz) and extends from 0 to 25 Hz. The application of
a cosine taper caused a decrease in the amplitudes towards the ‘edges’ of the time
series and a consequent decline in the spectral power. This was corrected for by
multiplying the power spectrum obtained with the ratio of variances of the time
series of intensity fluctuations computed before and after the application of cosine
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Figure 4.7: The power spectrum before and after correction for 7 and
running mean subtraction — The power spectrum labelled Raw was obtained
on taking FFT of the mean subtracted time series. The power spectrum obtained
after correcting for the 7 of the detector, the effects of mean subtraction and cosine
taper is labelled as Corrected. The mean subtraction gave rise to the low frequency
dip, the 7 of the detector the high frequency drop and the cosine taper an overall
decrease in the power in the raw power spectrum.

taper.

The IPS data acquisition system had a RC time constant, 7, of 0.045 sec. A
detector with a finite 7 acts like a low pass filter as it limits the agility with which
the system can respond. This effect was corrected for by dividing the power spectra
by the Fourier transform of the RC response function. The effect of running mean
subtraction, which acts as a high pass filter, was also corrected for in a similar
manner. Spectra from individual records in a scan were averaged to produce the
final power spectrum for the scan which was used for subsequent analysis. The
low frequency part of the spectrum (< 0.3 Hz) was obtained by extrapolating from
the curve obtained by fitting a second order polynomial to the next 40 points.
Figure 4.7 shows the raw power spectrum as obtained on taking the FFT of mean
subtracted time series and the power spectrum after correcting for 7 and running
mean subtraction.

A sample ‘on-source’ and ‘off-source’ power spectrum, after correction for the



effects mentioned above, is presented in the Figures 4.8 and 4.9. The power spectra
are shown on both log—-log and log-linear scales. Note that the on-source power
spectrum hits the noise level by ~ 6 Hz and that the off-source power spectrum is
flat for the entire frequency range.

The observed power spectra, P(V),s, receives contributions from two indepen-
dent sources — P(v);pg due to scintillations and P(v),s due to the thermal noise
from the receiver.

P()ops = P(v)1ps + P()sys (4.4)

The IPS power spectrum does not extend beyond about 5 — 6 Hz in weak scattering
regime (Figure 4.8) and beyond 10 Hz in the strong scattering regime. Since the
receiver noise is a white noise, its power spectrum is expected and found to be
constant, independent of the frequency (Figure 4.9). The power spectra observed
had a frequency content from 0 — 25 Hz and more than half of it lies beyond the TIPS
cut-off frequency. We estimated the average power level due to the system noise by
averaging the on-source spectrum in the frequency range 8 — 20 Hz. This part of
the spectrum also served as a monitor for interference and the general health of the
system. The mean power due to the receiver noise was subtracted from the observed
power spectrum to estimate the true spectrum of IPS. The same power spectrum as
shown in Figure 4.8 is presented in Figure 4.10 after subtracting the contribution
of the system noise. The subtraction makes no discernible difference in the part of
the power spectrum below ~ 2 Hz. The broken appearance of the power spectrum
with the system noise subtracted out is an artifact of plotting the spectrum on a log
scale along the Y axis.

The area under the power spectrum, Ap(,), was computed using the trapezoidal
rule for integration of discreet data as expressed by the following expression :

N-1
1
Ap(,,) = Z (P, dl/,‘ + 5 (Pi-}—l — Pz) dl/,) (45)
i=1
where N is the number of spectral points available. Ap() is a measure of the
strength of scintillations due to IPS, o;pg, which is used to define the scintillation
index (equation 2.4).

4.5.4 Estimating the uncertainty in the power spectrum

The statistical uncertainty in the measurement of power spectra is given by the
equation :
0P(v) = KP(v) (4.6)

where K is a constant of proportionality and is of order unity. We regard the power
spectra obtained from different records in a scan as independent realisations of the
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Figure 4.8: An ‘On-source’ power spectrum — The first panel shows a typical
‘on-source’ power spectrum in a log-linear scale while the second panel presents the
same data in a log-log scale. Note that the power spectrum drops to flat noise floor
by about 6 H~z.
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Figure 4.9: An ‘Off-source’ power spectrum — The first panel shows a typical
‘off-source’ power spectrum in a log-linear scale while the second panel presents the
same data in a log-log scale. The power spectrum remains featureless in its entire
range.
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Figure 4.10: Subtraction of the system noise from the power spectrum —
The power spectrum before and after the subtraction of the system noise, labelled
A and B respectively, are shown. The system noise is estimated from the part of the
power spectrum which does not receive contribution from IPS. The power spectrum
after system noise subtraction becomes zero mean above 8 Hz and hence must
necessarily become —ve on occasions. The broken appearance of the noise subtracted
spectra in the high frequency region is because —ve values of the spectrum cannot
be represented on a log scale.



same statistical process. The fractional uncertainty in the power spectrum for a
given scan would therefore be :

5P( )obs
P( )obs

where N, ecorqs 18 the number of records available in the scan. Ny e.orqs Was typically

=

= (Nrecords)i (47)

between 10 and 18 for the present data-set. As different spectral points are also inde-
pendent measurements, fractional uncertainty in P(v)qs can further be reduced, at
the cost of spectral resolution, by averaging adjacent spectral points. The fractional
uncertainty would then be given by :

5P( )obs
P( )obs

where N,,, is the number of spectral points averaged to produce a single point in

= (Nrecords X Navg)_% (48)

the final power spectrum. An Ng,, of 4 has been used in the power spectra shown
in Figures 4.8 and 4.9. Strictly speaking, the above equation holds when no taper
is used. On using a taper, the effective INV,,, is smaller than the number of spectral
points averaged over. The quantity of interest, the ratio of uncertainty in P (v);ps
to P(v)rps, is given by the following equation :

5P(I/)IP5 . 5P(V)obs
P(l/)[ps N P(V)obs - P(V)Sys

(4.9)

The frequency dependence of equation 4.9 can be seen more clearly if it is ex-

pressed as :
OP(V)rps _ P (V) obs < 1 )
P)ips  P(V)obs \1 = P(V)sys/P(V)obs
In the regime where P(v)gs > P(v)sys, the RHS of equation 4.10 is practically a
constant independent of frequency (Equation 4.8). When P(v) s becomes compara-

(4.10)

ble to P(v),ys, the denominator approaches 0, increasing the fractional uncertainty
in P(v);ps to very large values.

Uncertainty in Ap(,) was computed using rules of propagation of errors and
equation 4.5, which yielded the following expression :

(MP(V))Q:(%) ary e 3 (SR 1””1) (m)u(%fv)Z(aPN)? (1)

=2

with 0 P; given by equation 4.9. The first and the last terms on the RHS of the
Equation 4.11 take care of the lowest and the highest ends of the spectrum. Fig-
ure 4.11 shows the percentage uncertainty in Ap(,) for all the scintillating sources
observed in a log-log plot. The percentage uncertainty decreased rapidly as Ap(,)
increased. Figure 4.12 presents the histogram of distribution of the uncertainty
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Figure 4.11: Percentage uncertainty in Ap() — The graph shows percentage
uncertainty in Ap(,y as a function of Ap(,y on a log—log plot. There is a very well
defined trend for the uncertainty to decrease with increase in Ap(,).
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Figure 4.12: §Ap(,) distribution — The figure shows the distribution of percentage
uncertainty in Ap(,). Most of the observations have uncertainties less than 20%.



in Ap,). While Figure 4.12 shows the distribution for the observations of only
scintillating sources, Figure 4.11 shows the entire data-set including off-source and
calibrator observations. Typically, the data points at values lower than 0.25 on the
X axis in Figure 4.11 come from off-source observations. The observations consti-
tute a data-set with rather good S/N as most of the observations have uncertainties
less than 20%.

4.5.5 Uniform statistical averaging of the power spectra

The analysis procedure detailed in the Section 4.5.3 provides power spectra with
the system noise subtracted and spectral points spaced uniformly along the v axis
and a progressively decreasing S/N with increase in frequency. However, for fitting
spectra it is desirable to have a power spectrum with constant fractional uncertainty
across the entire frequency range. The variation of fractional uncertainty across the
power spectrum can be made acceptably small by averaging an increasing number
of spectral points with increase in frequency. This averaging procedure is referred
to as uniform statistical averaging, in the following text and has also been used by
previous workers in the field (Manoharan, 1991; Gothoskar, 1994). The number of
spectral points to be averaged follow form the relation :

Nawg =k v (4.12)

where k is a constant which was chosen to be 4. An additional constraint that
a minimum of 4 spectral points be averaged was also enforced. This leads to an
increasingly coarser resolution with frequency. While only 4 spectral points need to
be averaged at 1.0 H z yielding a frequency resolution of ~ 0.1 H z, 40 spectral points
need to be averaged at 10.0 Hz, limiting the frequency resolution to ~ 1.0 Hz. The
final power spectrum thus obtained has 45 spectral points. The spectral points are
equispaced in log(v) scale beyond ~ 1.0 Hz. Figure 4.13 shows the same power
spectrum as shown in Figure 4.10 after uniform statistical averaging. Error bars
shown correspond to 1o. The dashed horizontal line marks the system noise level
which has been subtracted out from the power spectrum. The size of the error bar
remains practically the same over the entire frequency range, when plotted on a
log scale, till the power spectrum drops below the system noise level. This implies
that the fractional error on the power spectrum is almost constant across the entire
frequency range of interest. Uniform statistically averaged power spectra were used
for the entire analysis procedure detailed in this thesis and all the spectra presented
now on have been so averaged. Such averaging schemes are particularly useful for
fitting power law spectra where the need for frequency resolution decreases at high
frequencies.
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Figure 4.13: Uniform statistically averaged power spectrum — The same
power spectrum as presented in figure 4.10 is shown after uniform statistical aver-
aging. Little change in the size of 1o error bars across the power spectrum, on a
log scale, imply that the fractional uncertainty remains practically a constant. The
horizontal dashed line marks the system noise level which has been subtracted from
the power spectrum.



4.5.6 Computing the scintillation index

The primary definition of scintillation index, m, is given by equation 2.4 (Section 2.2)
for noise free data. The operational definition needs to be modified due to the
presence of the receiver noise in the data. In practice, because of the receiver noise,
orps is not a direct observable. The intensity fluctuations observed for a scintillating
source, have contributions both from the scintillating source and the receiver noise.
Since the two are independent, we can write :

2 9 2
OON = 01pS T OReciever (4.13)

If we assume that the measured oppp is the same as the ogeciever, W€ can then

express m as :
2 2
Oon — O0OFF
m = (4.14)
Con — Corr

where Cony and Corr are the on-source and the off-source counts respectively and
o4y and 02 the on-source and the off-source variances respectively. This defini-
tion of m, apart from its ease of implementation, offers the advantage that it does
not depend on flux calibration and is hence free of the errors associated with it.
However, these advantages get offset by the following disadvantages of using this
definition for m :

1. The detector used has a finite RC time constant, 7, which tends to smoothen
the input signal and thus leads to an underestimate of the rms of intensity
fluctuations. It is not possible to correct the data for the this effect from the
time series alone.

2. An independent estimate of the system noise, Corp, obtained by looking at a
different direction in the sky is required. This may not be strictly correct in
some cases, due to the changes in the temperature of the sky background.

The area under the power spectrum, Ap(,), is a measure of o7ps and can therefore
be used to compute m using equation 2.13. This approach does not suffer from the
above disadvantages since the correction for the RC time constant can be applied
in the spectral domain and the contribution from the system noise can easily be
estimated from the on source spectrum itself and removed from Ap,) (Section 4.5.3).
The expression used to compute m is given by the equation :

s =75 [ (PO = P0)ye) (4.15)

v=0

where P(v)qs is the observed power spectrum and P(v)sys is the contribution due
to system noise, estimated as described in Section 4.5.3. As the contribution of IPS



to the P (V)5 drops below P(v)4,s by about ~ 6 Hz, it is not meaningful to include
the part of the power spectrum beyond this range for the computation of m. v,
represents the cut-off frequency the power spectrum beyond which was not included

in computing m and represents the frequency where P(v);ps becomes comparable
to P(V)sys-

Equation 4.15 uses the total flux of the source to compute the scintillation index.
For sources which have both compact and extended components, the flux from only
the compact component contributes to the scintillations but sum of the flux from
both the compact and the extended components figures in the denominator. While
this leads to a useful estimate of the fraction of flux coming from the compact
components if one is studying the sources themselves, our motivation here is to
study the Solar Wind. It is more useful, for our purpose, to have scintillation
indices which correspond to an effective scintillating source rather than retain the
information of the fraction of flux in the scintillating component of the source. We
have, therefore, chosen to normalise the observed scintillation index with, 7, the
fraction of the flux from the scintillating component of the source. The effective
scintillation index which we use is given by :

m

2 1 Ve
m?2=m2 6 =T / P(v)ops — P(V)gys) dv 4.16
point 772 (6 Sanr 77)2 u:O( ( ) b ( ) Y ) ( )

where £ is the conversion factor from raw counts to Jy. Using equation 4.5, m

as expressed by the above equation, was functionally computed using the following
expression :

m? = AP (4.17)

(f S3a7 77)2

As the sources chosen to be observed were taken from the catalogue of scintillating
sources built up over the years, n for them was already available (Balasubramaniam,
1997; Manoharan, 1997a).

4.5.7 Estimating the uncertainty in scintillation index

The statistical uncertainty in m was estimated using the standard prescription for
error propagation on equation 4.17. In order to compute the statistical uncertainty
in m, the contribution of the uncertainty in the measurement of Ap() and that
in the estimation of ¢ was taken into account. dm was then obtained using the
following two equations :

2 2
(6m?)? = (%) m* + 4 (66—6) m* (4.18)
P(v)

§(m) = 2m 6(m?) (4.19)



The errors in the values of  and S397 for a given source also add to the uncer-
tainty in m. These errors are systematic in nature and are more difficult to estimate.
Such errors lead to an over or under estimation of the numerical value of m by a
constant multiplicative factor. Estimates of m for the same source can, therefore,
still be compared with one another without being affected by these errors. The mean
and median values for percentage uncertainty on m in the data-set were computed
to be 12.4% and 12.5%, respectively.

4.5.8 Computing g values

While the m values provide a measure of the strength of scintillations, they depend
on the angular size, 6,, of the source observed and elongation, as discussed in Sec-
tion 2 and illustrated in Figure 2.7. Note that the dependence on the fractional flux
of the scintillating component has been removed in our formulation.

These attributes of m seriously limit its utility when there is a need to com-
pare observations on different sources or even observations on the same source at
different epochs. A quantity which is independent of the parameters of the source
observed and the known functional dependence on elongation is needed to be able to
meaningfully compare the observations across sources and epochs. The parameter g,
which can be obtained from m by removing its dependence on the 6, and elongation
is used for such purposes.

The elongation dependence of m is represented by a power law of the form :
m o sin(e) ° (4.20)

where b has a value of 1.66 for uniform isotropic Solar Wind with a constant radial
velocity. Dividing m by this functional dependence removes the elongation depen-
dent effects of the uniform isotropic Solar Wind. In order to remove the effect of
the angular size of the source, 6,, a ratio of m, computed theoretically, for a source
of angular size 6, to that for a true point source (6, = 0) :

me, (€)
@90 €) = 2 4.21
(€ = TS (421)
was constructed as a function of elongation. A uniform isotropic Solar Wind model

was used for computation of m. This ratio was used to correct for the drop in m

with increase in 6, by dividing m by ©g, (¢). The expression for g after correction

for the various effects mentioned above acquired the following form :
, m
= 4.22
I sin(€) =" S3z7 Oy, (€) (4.22)

Traditionally, ¢g is normalised such that it’s value is unity for normal Solar Wind

conditions and it’s deviation from unity is a measure of departure of the Solar Wind
from normal quiet isotropic conditions.



Previous workers, especially the Cambridge group, have chosen to compute g
by using the average m — p curves for the source constructed using numerous ob-
servations of the same source at different elongations spread over many years. The
value of g is the ratio of m observed for a given source at a specific elongation to the
prediction from the best fit m — p curve for the same source at the same elongation.
g values computed in this manner are assured to be close to unity for quite Solar
Wind conditions and the departures from unity can be can be used as indicators of
disturbed Solar Wind conditions. We used the values of scintillating flux, 7, deter-
mined using the Ooty Radio Telescope IPS observations over many years. In order
to remove normalise out the proportionality constant in equation 4.20, we have cho-
sen to normalise the individual ¢’ values, computed as above, by the average value

of ¢’ for our observations.
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Chapter 5

Single station IPS modelling

As discussed in Chapter 2, there exists an elaborate theoretical framework to model
the power spectrum of intensity fluctuations observed towards a compact radio
source, when the [.o.s. to it passes close to the Sun. The parameters of the model
are the physical properties of the Solar Wind along the [.0.s.. Section 3.2.1 discussed
the featureless model for Solar Wind, the most widely used model to arrive at the
distribution of the properties of the Solar Wind along the lo.s.. In the present
chapter we discuss the details of the fitting procedure used to estimate the velocity
and C? from the power spectra and describe the automated fitting procedure we
developed to reduce the drudgery of manually fitting a large number of spectra.

5.1 Need for automated estimation of the best fit
TIPS model

Traditionally, the best fit Solar Wind model for the observed power spectra have
been estimated by manually varying the parameters of the Solar Wind model and
visually estimating the goodness of the fit (Manoharan and Ananthakrishnan, 1990;
Manoharan, 1991; Gothoskar, 1994). If the data volumes are large, this is a very
tedious task and is prone to human errors, besides being inherently subjective. The
absence of an objective criterion for the goodness of the fit allows personal biases of
the person fitting the IPS model to creep in.

Given the large volume of the data-set, for which the best fit IPS models was
required, it was thought useful to automate this process. Apart from reducing the
tedium and the possibility of human errors, this offers the significant advantage
that the best fit IPS models estimated have been arrived at using an objective
mathematical criterion.



5.2 Criterion for y? definition

The most crucial element in the automated estimation of the best fit IPS model
is the prescription for quantifying the departures of the observed power spectrum
from the spectrum computed using a model of the Solar Wind. We refer to this
quantitative measure as the x? of the observed spectrum with respect to the model
power spectrum. The x? must mimic the criterion used by an intelligent human
being to estimate the best fit model. The closer the x? definition captures the
criterion of visual fit (relied upon by human beings) closer will be the best fits
determined by the automated procedure to the best fits to which the human being
would have converged. Once the useful x? definition has been arrived at, there
are several algorithms available to perform the actual task of multidimensional y?
minimisation.

The power spectrum of intensity fluctuations often spans more than two orders
of magnitude along the ordinate. In order to discern the effects of variations of
physical properties of the Solar Wind on the power spectra and to accommodate
the large span along the ordinate, it is necessary to visualise the power spectra on
log — log scales. An example of the power spectrum for which the IPS best fit model
needs to be estimated is shown in Figure 4.10. To be useful as a criterion for the
goodness of fit, the x? should be defined keeping the following considerations in
view :

1. While trying to arrive at a good visual fit, the eye tries to ensure that the de-
viations between the model power spectrum and the observed power spectrum
remain comparable all through the relevant frequency range as seen on a log
— log scale. This leads to the following considerations:

(a) As the power spectrum spans a very large range in power, it is important
to ensure that the x? is not dominated by contributions from the low
frequency part of the power spectrum which has the highest power. Try-
ing to achieve a reasonable fit all through the relevant frequency range
is, mathematically, same as trying to ensure that the x? be sensitive to
fractional deviations between the model and the data rather than the
magnitude of the deviations. In order to ensure that equal fractional
deviations get weighted equally, x? should be computed using log(P(v))
rather than P(v).

(b) The available power spectrum has spectral points uniformly distributed
along the frequency axis. On a log(v) scale, this leads to a sparely pop-
ulated power spectrum at the low v end and a crowding of points at the
high v end. Most of the contribution to x? comes from the high v part
of the power spectrum as most of the points populate that part of the



spectrum. To arrive at a reasonable fit along the entire frequency range
on a log scale, it must be ensured that x? receives equal contributions
from equal intervals in log(v).

2. The contribution of each spectral point to the x? should be weighted by the
inverse of the statistical uncertainty on the power corresponding to the spec-
tral point. As has been shown in Figure 4.10 and explained in Section 4.5.4,
the S/N deteriorates with increase in frequency. This causes the x? to be
dominated by the contributions from low v good S/N part of the power spec-
trum, leading to a better fit in the low v part as compared to the high v part
of the spectrum. In order to ensure a uniform quality of the model fit along
the entire frequency range, the fractional uncertainty on the power spectrum
should not change significantly across the power spectrum.

Both these requirements are met by the uniform statistically averaged power spectra
described in Section 4.5.5.

5.3 Automated IPS model fitting

5.3.1 The Philosophy

Considering the above points, a prescription for quantifying the departures of a
model power spectrum from the observed data should be arrived at. With a quanti-
tative definition for x? in place, automating the procedure of obtaining best fit IPS
models is comparatively straightforward. The task can be thought of as a multidi-
mensional x? minimisation problem with the parameters of the IPS model forming
the x? degrees of freedom. The spectral points available in the power spectrum form
the constraints and the error bars on them the weights of each of the constraints.

5.3.2 Definition of y?

Based on the discussion in Sections 5.2 and 4.5.5, the following definition was
adopted to compute the normalised x? between the IPS model and the observed
power spectrum :

= 1 %’3 {loglo(PD i) —10g10( Py i) }2
(ND - Nmodel) i=1

5.1

— (5.1)
where Pp and Py, are the observed and the model uniform statistically averaged
power spectra respectively, with the index ¢ running over the Np spectral points
available for computing x?, op, . the inverse of the weight with which a given spectral



point in the spectrum contributes to the X2, Npoder the number of free parameters
used in the x? minimisation procedure and Np — N,,o4e the number of x? degrees
of freedom.

The number of spectral points per octave is not a constant in the uniform sta-
tistically averaged spectra. While 9 spectral points lie in the range 0.1 — 1.0 Hz,
there lie 25 spectral points in the octave from 1.0 — 10.0 Hz. To ensure that equal
intervals in log(v) contribute equally to the x?, the entire v range of the power spec-
trum was divided in 10 equal bins. The op, , for each spectral point of the power
spectrum was made proportional to the number of spectral points which fall in the
bin to which it belongs, N, ;, as is given by the following expression :

LN, (5.2)

where dPp ;/Pp ; is the uncertainty in the estimation of the uniform statistically

averaged spectra. This ensured that equal bins in log(v) contribute equally to the

X2

The IPS power spectrum usually cuts off by about ~ 6 Hz and the spectrum
beyond that is dominated by the system noise. The entire spectrum should therefore
not be used for computing the x? of the fit. We defined a cutoff frequency, v,
the spectrum beyond which was not used for computing the y%. v, is expected
to separate the part of the power spectrum which receives significant contribution
from IPS from the part which is dominated by the system noise. The system noise is
estimated for each spectrum as explained in Section 4.5.3. Functionally, the second
dip of the observed power spectrum to a level below the estimated system noise was
used to mark the v,.

In addition to the statistical uncertainties, there is a possibility of systematic
errors making significant contributions to the x?and hence dominating the fit. In or-
der to avoid such possibilities, the contribution to x? from the parts of the spectrum
most susceptible to systematic errors were weighted down. The power spectrum is
susceptible to contamination from ionospheric scintillations at low v (< 0.35 Hz).
The op,, , for this part of the spectrum was increased by a factor of 2. The part
of the power spectrum where the power level falls to the system noise level is most
susceptible to systematic errors in the system noise level estimation and the break
down of the assumption of system noise floor being flat. The op, , for this part of
the spectrum was increased by a factor of 3.

It is desirable to have a normalised x? estimate where a numerical value signif-
icantly larger than unity indicates a poor fit to the data. In order to achieve this,
the op, , values need to be renormalised appropriately as their values have been
modified. We choose the following normalisation, which ensures that the sum of the



opp, ;s does not change :

Np _r
C = N§Z=} OPp (5.3)
Yidi(op, , Nui)
where 5p
! D i
= : A
op, Py . Wi (5 )

and W; is the weight factor which is suitably modified to reduce the contribution
from the low and high frequency parts of the spectrum, which are most susceptible
to systematic errors. The final form for op, ; which was used in equation 5.1 is given
by the following expression :

O0Pp
Pp

opp ; =C VVZNVZ (55)

5.3.3 The algorithm

A few different algorithms were considered for x? minimisation and the non linear,
un-bounded x? minimisation algorithm due to Nelder and Mead (Nelder and Mead,
1965), the Downhill simplex method, was found to be most suitable for the task.
This algorithm offers the advantage that it makes no special assumptions about the
function being minimised and does not require the computation of the local gradients
of the x? in the multidimensional parameter phase space. This algorithm, being an
unguided search, is not very efficient in terms of the number of function evaluations
required but its robustness, in the present application, is an ample compensation
and the computing time involved is not large enough to be of significant concern.
The reader is referred to an illuminating discussion of this and other algorithms for
multidimensional x? minimisation by Press et al. (Press et al., 1992) from which
this work has benefited substantially.

5.3.4 The Thin Screen power spectrum database

Finding the best fit IPS model for an observed power spectrum requires a large
number of computations of power spectra along the given [.o.s. varying the model
parameters of the Solar Wind. This, in turn, requires computation of the power
spectra due to each of the thin screens along the [.0.s. with their properties specified
by the Solar Wind model. A [.0.s. typically receives contributions from ~ 200
thin screens. Computing every spectral point for a given thin screen spectrum
involves an integration over g, with an oscillating integrand (equation 2.35) and is
computationally expensive. The repeated computation of the power spectra due to
individual thin screens, therefore, forms the most computing intensive part of the
exercise.



Table 5.1: TIPS model parameters available in the thin screen power spectra
database — This table gives the ranges of different IPS model parameters spanned
by the thin screen power spectra database. The maximum and minimum values of
the parameters, the increment and number of values of each of the model parameters
available in the database are also provided. s; is defined to be 3/¢;. The database
has 400 x 14 x 6 x 5 x 4 = 6.72 x 10° power spectra.

Parameter | Minimum | Maximum | Increment | No. of
value value values
z AU 0.001 4.0 0.010 400
0, (mas) 0 325 25 14
o 2.5 4.0 ~ 0.3 6
AR 0.5 1.5 0.25 5
si (km) 0.0 50.0 12.5 4

An examination of the structure of the expression for the power spectrum (equa-
tion 2.55) shows that the two most important model parameters, v and C?, can be
brought outside the thin screen integral. C? is a constant which multiplies the thin
screen power spectrum. An increase or decrease in the value of C? has the effect
of sliding the entire spectrum up or down the ordinate without changing its shape,
when seen on a log scale. v has the effect of a scaling on the v axis and leads to
stretching or contracting along the v axis as it increases or decreases. All the other
models parameters, namely AR, 6,,« and ¢; (= 3/s;) occur in the integrand in a
manner that they cannot be brought out of the integral. This presents the possibil-
ity that the thin screen power spectra corresponding to the expected values of Solar
Wind and source parameters can be computed once and tabulated. When required,
they can be read off from the table and can be scaled as required by the Solar Wind
model.

A database of thin screen power spectra was computed spanning adequate ranges
of the IPS model parameters with sufficiently small step sizes. The range and
step sizes of the model parameters were decided on the basis of the discussion in
Section 2.6 and are presented in Table 5.1. The database contains the power spectra
as a function of z,0,,a, AR and s;. The following equation used to generate the
power spectra for the database :

2 2

—a/2
dy maz . q Z q
P, = /qy:() dqy sin? (ﬁ) exp(_qZGO)Q (qi + Aé2> 633])(—(]/%)2 (5.6)

Each of the thin screen power spectra in the database comprises of 200 spectral

points. The g, range covered by the computed spectrum was from 1.0 x 1077 to

3.5 x 107" m~'. For each g, the g, range over which the integral was performed



was from 0.0 to 2.5 x 1073 m~!. Various innovations were used in computing and
organising the database. The presence of the Fresnel filter term in the integrand
makes it oscillatory function with numerous nulls. Such a function demands exercise
of caution while integration. The amplitude of the oscillations decreases rapidly with
increasing ¢, and so does the spacing between the successive nulls. This fact was
exploited in carrying out the integration. The first 10 nulls of the Fresnel filter were
located and the g, range between consecutive nulls was individually integrated over.
The Fresnel filter term was replaced by its average value of 0.5 beyond the 10
null. In order to cover the large ¢, range using a small number of spectral points
while retaining a good spectral resolution in the ¢, range of interest, the g, range
was divided into two parts. The ¢, range between 1.0 x 10~7 and 8.0 x 10~® was
represented by 165 spectral points with a dq, of 4.9 x 1077 so that the oscillations
due to the Fresnel filter are adequately sampled. Such fine resolution in ¢, is not
required in the region where the Fresnel filter has been replaced by its average value.
This ¢, range from 8.0 x 1075 to 3.5 x 10~%, had spectral points spaced uniformly
in log(g,) scale and had only 35 spectral points.

The database can be thought of as a 6 dimensional array with s;, AR, o, 6., z and
¢, being the six dimensions. The database itself took ~ 150 hrs to compute (using
a single CPU of a Silicon Graphics Origin 200), is ~ 540 M B in size and contains
6.72 x 10° power spectra. The database is much too large for a thin screen spectrum
of interest to be located by simply reading through it. The time taken for locating
a spectrum significantly offsets the gains due to not having to compute it because
of the limitations of the disk I/O speed. An efficient mechanism to locate the thin
screen spectrum corresponding to the given values of the Solar Wind and geometry
parameters was necessary. This was achieved by constructing a 5 dimensional array
of pointers, whose indices corresponded to the values of the Solar Wind and the
geometry parameters of the required thin screen spectrum and the pointer value to
its location in the database.

The use of this database of thin screen power spectra reduced the time required
to compute the power spectra along a [.0.s. by almost 3 orders of magnitude. This
phenomenal reduction in the run time was of crucial importance in making the
exercise of automated best fit IPS model estimation viable. The estimation of best
fit IPS models is only the first step towards the final aim of this work which is the
reconstruction of the structure of the Solar Wind in the inner heliosphere. This task,
which is much more demanding in terms of computing power requirements and is
orders of magnitude more complex than finding the best fit IPS models, came into
the realm of the possible only because of the massive reduction in run time achieved
by the use of a database of thin screen power spectra.



5.3.5 Model parameters

The effects of variations of various IPS model parameters on the power spectrum
have been discussed in the Section 2.6. The most important parameters for the
present study are v and C? on a reference surface and they were always treated as
free parameters of the IPS model. Given their values on this surface, v, (z) and C?(2)
were geometrically computed using a featureless Solar Wind model. s; and 6, both
effect the power spectrum in a similar manner. Both of them should, therefore, not
be treated as free parameters simultaneously. To investigate the effects of variation
of s; with radial distance, we chose to freeze s; to value close to 0 km and allowed
0, to be a free parameter. Evolution of s; with radial distance from the Sun should
appear as a trend in the 6, as a function of P-point distance of the l.o.s.. No
evidence for such a trend was seen. The effects due to change in s; were therefore
not considered important and have been ignored in the IPS model. The value of s;
has been set to close to 0.0 km and the contribution from its constant value has been
absorbed in the 6, estimate. Based on the justification presented in Section 2.6, AR
was held fixed at a value of 1.0. The [.0.s. was modelled out to a distance of 3 AU.
The contribution from the part of the lo.s. beyond this are ~ 1.0% even for the
largest € observed (Section 3.2.1).

A prudent choice was made for the initial guess which started the minimisation
not too far from the expected minima. This helped in converging to the minima in
a smaller number of iterations and reduced the possibility of wandering down some
pathological local minima. The initial guess for v was arrived at using the second
moment of the power spectrum, f,, as a crude indicator of the average v of the Solar

Wind sampled by the l.0.s.. The observed m was used to generate an initial guess
for the C2.

The 6, known from earlier IPS observations (V. Balasubramanian, personal
communication) were used as the starting guess. Average best fit , was computed
using all the observations of the given source. There was, usually, small scatter
in the values of the 6, estimated from different observations of the same source.
No evidence for a discernible trend in 6, as a function of € emerged. This is not
unexpected as the mean angular source size for our data-set is 122mas, large enough
for the power spectrum to be dominated by the source size filter and the effects of
s; are much smaller in comparison (Section 2.6). Hence change in s; with € was not
considered important. In subsequent runs of the best fit IPS model estimation, the
0, was frozen to the average value arrived at in the earlier run.



5.3.6 Correction for the Earth’s velocity

As IPS measures the apparent velocity of the Solar Wind perpendicular to the l.o.s.,
the motion of the Earth around the Sun also contributes to it. Assuming a circular
orbit for the Earth, the component of Earth’s velocity perpendicular to the lo.s.
observed is given by the following equation :

vg,1 = vg sin(e) cos(f) (5.7)
where vg, is the average speed of the Earth in its orbit and is equal to 29.7 km sec ™!,
e the elongation of the source being observed and @ its ecliptic latitude. This leads
to a significant systematic bias in the velocity estimates. This effect is most pro-
nounced in the plane of the ecliptic, where cos(f) ~ 1, to which most of the present
observations are confined. This bias was corrected for by subtracting the contribu-
tion of the motion of the Earth around the Sun from the velocity estimates arrived
at using IPS modelling.

The maximum bias introduced by ignoring the eccentricity of the Earths orbit

1

is ~ 0.5 km sec™ ", which is much smaller than the uncertainty in the best fit v

estimated for a power spectrum.

5.3.7 Generality of the formalism

In the discussion in this chapter, the featureless Solar Wind model has been used
to determine the IPS model parameters to be assigned to the thin screens along
the [.0.s., since this is the only reasonable choice available in absence of any other
information about the Solar Wind along the l.0.s.. However the formalism we have
developed treats the IPS model parameters assigned to each of the thin screens as
independent quantities and imposes no such restriction. This feature of the for-
malism was exploited later to compute power spectra corresponding to an arbitrary
distribution of Solar Wind properties along the [.0.s.and has been discussed in Sec-
tion 7.5.

5.4 The simulations

The accuracy and precision of the automated IPS model estimation procedure was
estimated by synthesising power spectra using a featureless Solar Wind model with
known parameters and subjecting them to the automated best fit estimation proce-
dure. v and C? were treated as free parameters of the x? fit. Simulations were done
with both noiseless power spectra and with spectra with appropriate noise added.
The statistical uncertainty on the power spectrum can be computed given the power



Table 5.2: Results of automated IPS model estimation simulations — The
first column specifies if the simulations had noise added to them, the second col-
umn gives the ratio of the mean best fit velocity to the true velocity used and the
third column gives the ratio of rms of the best fit velocities to the true velocity in
percentage. Columns four and five present the same information for C2 as columns
two and three for velocity.

Noise | Tar/vp | 0vy /o0 % | Ci p/Crp | 0c2 ,/Ch p %

Added
No 0.9989 0.17 0.9999 0.03
Yes 1.0011 2.19 1.0025 5.52

spectrum itself and has been computed using the equation 4.9. The geometry pa-
rameters of the actual observations were used to compute the power spectra. About
4000 power spectra were computed and the best fit models to them estimated. The
parameters of the IPS model were accepted as the best fits when further iterations
of the minimisation algorithm decreased the fractional x? by amounts smaller than
10-%. It should be pointed out that the criterion for terminating the minimisa-
tion process depends on the fractional change in the y? value as the minimisation
proceeds and is independent of the magnitude of the x?.

The results of the simulations are presented in Table 5.2. The results are pre-
sented as a ratio of the mean best fit velocity estimate, 737, to the value of velocity
which was used to generate the data, vp. The ratio of rms variation of o,,, to vp
is also presented. o,,, is defined as :

N —_
Ouy = \/ZH(U%_ et (5.8)

where N is the number of power spectra used in this study. The results for C? are
presented in a similar manner.

The distribution of x? values obtained, for both noise free and noise added sim-
ulations, is presented in Figure 5.1. The x? distribution for the noiseless simulations
has a median value of 1.90 x 1075 and a mean of 8.80 x 10~*. The largest value of
x? obtained is 2.14 x 10~!. For the noise added simulations, the median value of
the x? distribution is 6.38 x 1072 and its mean is 6.94 x 1072. The largest value
of x? obtained is 2.43 x 10!, The automated fitting procedure typically converged
in about 30-70 iterations and took, on an average, 0.95sec to estimate the best fit
model for one spectrum.
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Figure 5.1: Distribution of y? for simulated data — The y? distributions for
the noise-free simulations is shown in the first panel and that for the noise added
simulations in the second panel. The median and mean for the noise-free simulations
are 1.90 x 107° and 8.80 x 10~* respectively. The same numbers for the noise added
simulations are 6.38 x 1072 and 6.94 x 10~2. Note that the ranges of the x? on the
two plots are very different.



For the noise-free simulations, where the minimum achievable value of x? is
0.0 and the automated procedure performs very well by giving a median value of
1.90 x 1075, It should be noted that the automated procedure achieved a median
x? which differs from the minimum achievable value by about the same amount as
criterion specified for terminating the minimisation procedure (Ax?/x? < 1.0x107%)
This implies that the x? has a well defined minima in the parameter space with a
sufficiently large gradient in its vicinity for the minimisation process to climb down
right to the bottom of the valley. The x? is, therefore, sensitive to changes in the
values of the parameters of the model. In the case of noise added simulations, the
minimum achievable value of x? is related to the statistics of the added noise and is
necessarily a positive definite quantity greater than 0.0. In addition, the gradient of
x? as a function of model parameters would be noisier close to the minima because
the x? itself would no longer be a smoothly varying function of the model parameters.
The median value of the y? distribution for the noise added simulations is therefore
larger than that for the noise-free case but is still small enough to represent a
remarkably good fit in the x? sense. As mentioned in the Table 5.2, the values of fit
parameters obtained differ only by a few % from the true values. The automated
best fit IPS model estimation procedure was thus established to work reliably.

5.5 The results

The automated spectral fitting procedure was then applied to the observed power
spectra. The distribution of x? obtained for the observed power spectra, using
the automated fitting procedure, is shown in Figure 5.2. The x? distribution has
a pronounced peak at ~ 0.2, a median value of 0.32 and a mean of 0.52. From
equation 5.1 it can be seen that a small value for x? can be obtained only if the
differences between the model and the data are small as compared to the uncertainty
in the data. For a given spectrum, a lower x? for the same model can be obtained
by assigning a larger uncertainty to the data. The x? is thus a measure of the
significance of the deviations of the model from the data. A value of normalised x?
of the order of unity is considered to represent a reasonable fit to the data. The
data used in this study has good S/N, as discussed in Section 4.5.4 and shown in
Figure 4.11. The median value of the x? distribution (0.32) therefore implies that
the model truly represents the data well in most cases. The featureless IPS model
therefore offers an adequate description for the Solar Wind for most of the observed
spectra. The estimates of 6, from the automated fitting procedure matched the
estimates arrived at by conventional manual best fit estimation very well.

Figure 5.3 presents the x? obtained as a function of the error on the area under
the power spectrum, § Ap(,, which is a good indicator of the Signal to Noise (S/N) of
the observed power spectrum. A trend is seen for 2 to decrease as dAp(, increases,
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Figure 5.2: Distribution of x? — The histogram shows the distribution of x? for
the IPS best fit models arrived at using the automated procedure. The distribution
has a pronounced peak at ~ 0.2, a median of 0.32 and a mean of 0.52. The fact that
the median and the mean values of the y? distribution are significantly less than
unity implies that the model chosen represents the data very well in a vast majority
of cases. Of the about 4000 spectra fitted, 11.2% had x? greater than 1.0.
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Figure 5.3: x? as a function of percentage error on area under the power
spectrum — There is a clear trend for the x? to increase as the percentage d0Ap()
decreases.

which can be explained as follows. As the S/N increases, the x? becomes more
sensitive to smaller differences between the model and the data. At poorer S/N the
x? is not sensitive to these small differences as they are smaller than or comparable
to the uncertainty on the power spectrum itself. Thus the deviations from the
simple featureless model become increasingly significant as the S/N increases and
cause the x? to increase with decrease in §Ap(,). This implies that while the power
spectra observed do carry the signatures of structure in the Solar Wind, in most
cases these signatures are small enough to remain indiscernible due to the noise on
the power spectrum. Only when the S/N is good, these signatures become apparent
as deviations from the featureless Solar Wind model. The fact that a featureless
Solar Wind model offers an adequate description of the observed power spectrum,
in the x? sense, is a consequence of the S/N of the observed spectra and not a
merit of the model itself. Few power spectra with good S/N are represented well by
a featureless Solar Wind model. Usually, even with good S/N power spectrum, a
more realistic modelling of the distribution of the properties of the Solar Wind along
the [.0.s. introduces a large number of free parameters in the problem. With little
additional information available to serve as constraints, the only recourse is to use
the almost unreasonably simplistic but reasonably constrained model to describe
the Solar Wind.

In order to present a fair sampling of the of results of the automated best fit



IPS model estimation, we divide the data into three bins based on value of x? of
the model fit and the S/N of the observed power spectrum. The three bins in the
x? axis are defined as x* < 0.1, 0.1 < x* < 1.0 and x* > 1.0 and those in Ap(,)
as App) < 1,1 < Ap) < 10.0 and Apy) > 10.0. Figure 5.3 can be divided
into 9 parts on the basis of the bins just defined. Figures 5.4 — 5.11 present a
few representative automated best fits IPS models along with the data from each
of these parts. The curve with error bars is the observed power spectrum after
uniform statistical averaging and the error bars represent 1o statistical uncertainty
estimated as explained in Section 4.5.4. The thick smooth curve is the best fit IPS
model estimated by the automated procedure. A host of other information about
the IPS fit parameters, the geometry of observation and the goodness of the model
fit is also provided. The horizontal dashed-dotted line marks the system noise level
and the vertical dashed-dotted line marks v, the frequency where the power in the
spectrum drops to system noise level. The first line on top of the power spectrum
plot gives the IAU name of the source (B1950), epoch of observation (Day of year
1997, Indian Standard Time), s; (m) and C? (arbitrary units) respectively. The
second line gives the scan number of the observation, 6, ('), AR, o and v (km sec™!)
respectively. The x? of the IPS model is given in the top left hand corner of the
panel. The coordinates of the P-point, R (AU), 05(°) and ¢ (°), are given in the
top right hand corner. The € (°) of the source is given in the second row of text in
the panel.

5.6 Reliability of the best fit IPS models

As has been pointed out in Section 5.2, the automated determination of the best fit
IPS model ensures only that the model arrived at corresponds to a local x? minima.
It is the responsibility of the definition of x? to ensure that the best fit model arrived
at is the one which a human being would also have converged to. The best fit model
arrived at by an algorithm may differ from the one which a human being with all his
intelligence and additional information available to him /her would have chosen. The
most important reason why this may happen is that the best fit IPS model used is
not adequate to describe the observed power spectrum, i.e. the Solar Wind sampled
by the l.0.s. is not described well by a featureless model. Figure 5.12 presents the
power spectra which have the poorest fits, according to the x? criterion. It is clear
that no featureless Solar Wind model can provide an adequate fit to these power
spectra, even on changing model parameters which we have held constant, namely
AR, o and s;. In these cases, large x? values reflect the inadequacy of the model
to represent the data, not the inability of the x? minimisation procedure to provide
good fits.

Another reason which can lead to such behaviour is poor S/N, where the fit is
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Figure 5.4: IPS best fit models for x? < 0.1 and App) < 1.0 — The X axis has v
(Hz) plotted on it and the Y axis Power (arbitrary units). Both the axes are plotted
in log scales. The observed uniform statistically averaged power spectrum is plotted
with 1o error bars and the thick smooth curve is best fit IPS model estimated.
Additional information presented is explained in the text.
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chi=4.30¢-02 "0968 36 615 chi=897e-02 0800 182 7860 chi=6.28¢-02 0785 156 2243
L : . ,gJunq; 152 b4 : ,e‘Jong:,f)?.t P . ,eJ;onq:, 50.7.
[ [ [
° : ok : ‘ : ° :
e W] e
5 : Bl ]
o \ o \
A i [ i
" 02 05 1 2 5 - 02 0.5 1 2 5

0240-002 150.528 Qin=3.33e+03 cn2=1.50e+12
2030 size=0.220 AR=1.00 alpha=3.00 vel= 454.8

0218+111 157.328 Qin=3.33e+03 cn2=1.43e+12
2415 size=0.180 AR=1.00 alpha=3.00 vel= 441.3
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0622+147 128.825 Qin=3.3%¢+03 cn2=7.68¢+12
985 size=0.120 AR=1.00 alpho=3.00 vel= 298.1

0115-016 145.399 Qin=3.33e+05 cn2=3.20e+12
1778 5ize=0.200 AR=1.00 alpha=3.00 vel= 321.1

0051-038 154.196 Qin=3.33¢+03 cn2=3.01e+12
2226 size=0.120 AR=1.00 alpha=3.00 vel= 386.6

0202+149 158.394 Qin=3.33e+03 cn2=3.90e+12
2471 size=0.100 AR=1.00 alpha=3.00 vel= 303.0
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0116+082 149.318 Qin=3.33e+03 cnd=1.00e+13
1963 size=0.250 AR=1.00 alpha=3.00 vel= 3474

0725+147 154.759 Qin=3.33e+03 cn2=2.58e+12
2263 size=0.140 AR=1.00 alpha=3.00 vel= 440.9

0202+149 164.206 Qin=3.33e+03 cn2=6.52e+12
2792 size=0.100 AR=1.00 alpha=3.00 vel= 337.5
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Figure 5.5: IPS best fit models for xy* < 0.1 and 0.1
power spectra are presented in the same format as Figure 5.4.

< Ap(,,) < 10.0 — The



0654-140 110.864 Qin=3.33e+03 cn2=291e+12
52 size=0.070 AR=1.00 dlpho=3.00 vel= 550.3

0035-024 112.564 Qin=3.33e+03 ¢n2=3.55e+11
137 size=0.300 AR=1.00 alpha=3.00 vel= 569.6

2034-174 113.204 Qin=3.33e+03 cn2=1.70e+12
175 size=0.160 AR=1.00 alpha=3.00 vel= 336.4

0540+187 114.833 Qin=3.33e+03 cn2=2.71e+11
249 size=0.120 AR=1.00 alpho=3.00 vel= 387.7
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2323-407 111.302 Qin=3.33e+03 ¢n2=5.20e+12
68 size=0.300 AR=1.00 alpho=3.00 vel= 343.5

00104005 112.592 Qin=3.33¢+03 cn2=1.50e+11
140 size=0.100 AR=1.00 alpha=3.00 vel= 251.0

00104005 113.402 Qin=3.33¢+03 cn2=1.43e+11
192 size=0.100 AR=1.00 alpho=3.00 vel= 235.0

0000-177 115.285 Qin=3.33¢+03 cn2=5.83¢+11
273 size=0.200 AR=1.00 alpho=3.00 vel= 471.5
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2329-102 111.327 Qin=3.33¢+03 cn2=3.60e+11
70 5ize=0.150 AR=1.00 alpha=3.00 vel= 371.6

0016-129 112.604 Qin=3.3%¢+03 cn2=1.97e+11
141 5i2¢=0.050 AR=1.00 alpha=3.00 vel= 340.5
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0600+219 113841 Qin=3.33¢+03 cn2=9.62¢+11
216 5iz6=0.070 AR=1.00 dlpho=3.00 vel= 327.5

0016-129 116.442 Qin=3.33¢+03 cn2=1.64e+11
326 5iz¢=0.050 AR=1.00 alpho=3.00 vel= 293.8

0671 67 93
el . elong= 419

10

0.01

chi=467e-01 " 0585 ~178 BH1

. elong="_ 356 |
|

10

10

0846 7.9 3409
elong= =57.2.

chi=1.60e-01

" 0§% 153 300

chi=4.25¢-01
A, . glong=.39.2

10

©.01

10—3

0600+219 111.830 Qin=3.33e+03 cn2=1.16e+12
107 size=0.070 AR=1.00 alpho=3.00 vel= 535.8

0725+147 112.913 Qin=3.33¢+03 cn2=2.56e+12
168 size=0.140 AR=1.00 alpha=3.00 vel= 414.7

2329-102 114.323 Qin=3.33e+03 cn2=1.00e+12
238 size=0.150 AR=1.00 dlpho=3.00 vel= 355.2
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0600+219 117.812 Qin=3.33¢+03 cn2=4.27e+11
412 5ize=0.070 AR=1.00 alpho=3.00 vel= 439.0
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Figure 5.6: IPS best fit models for 0.1 < x? < 1.0 and Ap@) < 1.0 — The power
spectra are presented in the same format as Figure 5.4.



2203-188 110.203 Qin=3.33e+03 cn2=6.36e+12
2 size=0.070 AR=1.00 alpha=3.00 vel= 233.0

0005-062 110.389 Qin=3.33e+03 cn2=2.38e+12
17 size=0.180 AR=1.00 alpha=3.00 vel= 459.1

06414295 110.855 Qin=3.33e+03 cn2=9.39e+12
51 size=0.170 AR=1.00 alpha=3.00 vel= 608.7

0622+147 111.854 Qin=3.33e+03 cn2=7.63e+12
109 size=0.120 AR=1.00 alpho=3.00 vel= 654.5
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2234174 110.215 Qin=3.33¢+03 cn2=2.61e+12
3 size=0.160 AR=1.00 alpha=3.00 vel= 261.2

0005-062 110427 Qin=3.33e+03 en2=2.72e+12
18 size=0.180 AR=1.00 alpha=3.00 vel= 471.1

2318-166 111.242 Qin=3.33e+03 cn2=5.67e+12
63 size=0.070 AR=1.00 alpha=3.00 vel= 283.1

0654-140 111.894 Qin=3.33e+03 cn2=7.41e+12
112 size=0.070 AR=1.00 alpho=3.00 vel= 693.6
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6 size=0.100 AR=1.00 alpha=3.00 vel= 300.7

0005-062 110475 Qin=3.33e+05 end=2.51e+12
21 size=0.180 AR=1.00 alpha=3.00 vel= 521.2

0005-062 111.314 Qin=3.33¢+03 cn2=2.27e+12
69 size=0.180 AR=1.00 alpha=3.00 vel= 4619

0005-062 112.271 Qin=3.33e+03 cn2=1.19+12
125 5ize=0.180 AR=1.00 alpha=3.00 vel= 486.2
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191 size=0.180 AR=1.00 alpha=3.00 vel= 420.9
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Figure 5.7: IPS best fit models for 0.1 < x? < 1.0 and 0.1 < Ap(,,) < 10.0 -
The power spectra are presented in the same format as Figure 5.4.



2347-026 110.333 Qin=3.33e+03 cn2=5.68e+12
12 size=0.040 AR=1.00 alpha=3.00 vel= 303.6

05314194 111.667 Qin=3.33e+03 cn2=1.61e+13
95 size=0.050 AR=1.00 alpha=3.00 vel= 403.3

05314194 113783 Qin=3.33e+03 cn2=1.17e+13
211 size=0.050 AR=1.00 alpho=3.00 vel= 339.1

0601+203 115.873 Qin=3.33e+03 cn2=2.80e+13
290 size=0.300 AR=1.00 alpho=3.00 vel= 451.8
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0003-003 110.370 Qin=3.33e+03 en2=5.01e+12
15 size=0.050 AR=1.00 alpha=3.00 vel= 236.2

0624-058 111.868 Qin=3.33¢+03 cn2=9.32e+13
110 size=0.200 AR=1.00 alpha=3.00 vel= 636.9

05314194 114821 Qin=3.33e+03 cn2=1.65e+13
248 si7e=0.050 AR=1.00 alpho=3.00 vel= 329.6

0051-038 116.475 Qin=3.33¢+03 cn2=2.98¢+12
329 size=0.120 AR=1.00 alpho=3.00 vel= 590.1
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0316+162 110.586 Qin=3.33e+05 cn2=2.98e+12
27 size=0.025 AR=1.00 alpho=3.00 vel= 494.1

0335+128 112.728 Qin=3.3%¢+03 cn2=2.86¢+12
151 size=0.050 AR=1.00 alpha=3.00 vel= 577.2

0518+165 114.846 Qin=3.33e+03 cn2=2.66e+13
250 5ize=0.040 AR=1.00 dlpho=3.00 vel= 342.9
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0129-071 117.566 Qin=3.33¢+03 cn2=2.51e+12
394 5iz¢=0.100 AR=1.00 alpho=3.00 vel= 742.3
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2347-026 111.339 Qin=3.33e+03 cn2=3.9%e+12
71 size=0.040 AR=1.00 alpho=3.00 vel= 324.5

0333+128 113.707 Qin=3.33¢+03 cn2=2.11e+12
205 size=0.050 AR=1.00 alpho=3.00 vel= 580.0

0051-038 115.346 Qin=3.33e+03 cnd=2.31e+12
279 5ize=0.120 AR=1.00 alpho=3.00 vel= 628.5
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468 size=0.050 AR=1.00 alpho=3.00 vel= 322.0
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Figure 5.8: IPS best fit models for 0.1 < x? < 1.0 and Appy > 10.0 — The

power spectra are presented in the same format as Figure 5.4.



0010+005 110.440 Qin=3.33¢+03 cn2=1.12e+11
19 size=0.100 AR=1.00 alpha=3.00 vel= 175.8

2322052 126.302 Qin=3.33+03 cnd=9.18e+11
862 size=0.100 AR=1.00 alpha=3.00 vel= 391.2

0051-038 159.190 Qin=3.33¢+03 cn2=1.20e+12
2511 size=0.120 AR=1.00 alpha=3.00 vel= 243.2

1147+130 199.877 Qin=3.33¢+03 cnd=3.75e+11
4432 size=0.130 AR=1.00 alpha=3.00 vel= 262.2

0016-129 122.542 Qin=3.33¢+03 cn2=1.33e+11
665 size=0.050 AR=1.00 alpha=3.00 vel= 267.7

0005-062 128.408 Qin=3.33¢+03 cn2=98%e+11
957 size=0.180 AR=1.00 alpha=3.00 vel= 427.9
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0218+111 177.211 Qin=3.33e+03 cn2=6.96e+11
3513 size=0.180 AR=1.00 alpha=3.00 vel= 392.0

1023+067 208.723 Qin=3.33e+03 cn2=2.73e+11
4837 size=0.150 AR=1.00 alpha=3.00 vel= 505.8
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761 size=0.200 AR=1.00 alpha=3.00 vel= 329.8

0016-129 136.436 Qin=3.33+03 cn2=7.72e+11
1353 size=0.050 AR=1.00 alpha=3.00 vel= 474.6

0338+074 178.561 Qin=3.33e+03 cn2=2.61e+11
3578 size=0.010 AR=1.00 alpha=3.00 vel= 250.7

0349+063 213.224 Qin=3.33e+03 cn2=1.07e+12
4904 size=0.050 AR=1.00 alpha=3.00 vel= 340.3
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813 size=0.100 AR=1.00 alpha=3.00 vel= 205.4

2337-063 147.188 Qin=3.33e+03 cn2=1.72e+12
1838 size=0.050 AR=1.00 alpha=3.00 vel= 281.5

04224084 197.372 Qin=3.33e+03 cn2=2.44e+11
4314 size=0.050 AR=1.00 alpha=3.00 vel= 336.0

1055+201 213.769 Qin=3.33e+03 cn2=4.9%e+11
4941 5ize=0.200 AR=1.00 alpha=3.00 vel= 60B.7

chi=1.68¢+00 " 68 16 2699 chi=1.13¢+00 0970 03" 3098 chi=1.63¢+00 0768 41 2856 chi=1.40¢+00 05207 203 725
SL... Lo gong= 415 ] F3 RN elong= 731 ] o glong= 490 ] . elong= =308
s [ [ [
oL : 0 : oL e : 0
| STSPTROR L
3 W
s :
TO R
" 02 05 1 2 5

Figure 5.9: IPS best fit models for x> > 1.0 and Ap() < 1.0 — The power
spectra are presented in the same format as Figure 5.4. The third spectrum in the
third column of panels (source name 0338+074) has x? lower than 1.0 and has been
included in the figure by oversight.



0601+203 110.823 Qin=3.33e+03 cn2=7.33e+13
47 size=0.300 AR=1.00 dlpho=3.00 vel= 533.3

0115-016 134.338 Qin=3.33e+03 cn2=1.06e+13
1263 size=0.200 AR=1.00 alpho=3.00 vel= 417.7

0758+143 136.853 Qin=3.33e+03 cn2=1.90e+12
1379 size=0.100 AR=1.00 clpha=3.00 vel= 589.7

0003-003 143.270 Qin=3.33e+03 cn2=1.14e+13
1690 size=0.050 AR=1.00 alpho=3.00 vel= 339.0
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2308-109 112.226 Qin=3.33e+03 cn2=1.16e+12
121 size=0.050 AR=1.00 dlpha=3.00 vel= 275.4

0459+252 134.613 Qin=3.33¢+03 cn2=5.59¢+11
1278 size=0.180 AR=1.00 alpho=3.00 vel= 436.9

0218+111 137.572 Qin=3.33e+03 cn2=4.07e+11
1409 size=0.180 AR=1.00 alpha=3.00 vel= 437.0

0128+040 144.585 Qin=3.33e+03 cn2=3.27e+12
1737 size=0.080 AR=1.00 alpho=3.00 vel= 354.2
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2318-166 113.238 Qin=3.33e+05 cn2=4.02e+12
178 size=0.070 AR=1.00 alpho=3.00 vel= 372.7

0240-002 135.663 Qin=3.33¢+03 cn2=1.82¢+12
1320 siz¢=0.220 AR=1.00 alpha=3.00 vel= 679.8

0218+111 138.645 Qin=3.33e+03 cn2=1.60e+12
1458 size=0.180 AR=1.00 alpha=3.00 vel= 558.5
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0403-132 146.653 Qin=3.33¢+03 cn2=4.06e+12
1814 5iz¢=0.100 AR=1.00 alpha=3.00 vel= 757.0
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0005-062 117.526 Qin=3.33e+03 cn2=4.24e+12
391 5ize=0.180 AR=1.00 dlpho=3.00 vel= 2439

2347-026 136.324 Qin=3.33¢+03 cn2=6.33e+12
1347 size=0.040 AR=1.00 alpho=3.00 vel= 395.5

0018-012 139.553 Qin=3.33e+03 cn2=2.88e+12
1523 size=0.100 AR=1.00 alpha=3.00 vel= 558.3
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0005-062 147.225 Qin=3.33¢+03 cn2=6.11e+12
1841 size=0.180 AR=1.00 alpho=3.00 vel= 848.2
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Figure 5.10: IPS best fit models for x? > 1.0 and 0.1 < Apwy < 10.0 — The

power spectra are presented in the same format as Figure 5.4.
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Figure 5.11: IPS best fit models for y?
spectra are presented in the same format as

> 1.0 and Ap(,,)
Figure 5.4.

> 10.0 — The power
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Figure 5.12: Power

spectra with the largest x? — The power spectra are pre-
sented in the same format as figure 5.4.



dominated by the noise on the power spectrum. The present dataset had few cases
of such poor S/N power spectra all of which have been carefully weaned out. Poor
data quality due to reasons ranging from man-made interference to thunder storms
can also lead to a situation where a human may arrive at different fit parameters
for the IPS model. Power spectra with poor data quality due to interference have
also been flagged. There are some isolated cases when the results of the automated
fit are clearly far from the appropriate Solar Wind model, these are the cases where
the x? minimisation algorithm travelled down an inappropriate local minima and
was not able to climb out of it. Typically, 2 — 3 such cases were encountered in each
run of estimating the best fit IPS models for greater than 4000 power spectra. In
these cases, a change in the initial guess for the fit parameters allowed to the )2
minimisation to proceed to the desired model without any problem.

The power spectra with extreme values of best fit IPS model parameters were ex-
amined individually to look for power spectra with poor S/N, interference, problems
in system noise level estimation etc. which may have escaped the earlier rounds of
data flagging. Figures 5.13 and 5.14 presents the power spectra with the largest and
the smallest values of the best fit v respectively. Figure 5.15 and 5.16 present the
power spectra the best fit models to which have the highest and the lowest g values
respectively. The best fit IPS model parameters are found to be quite reasonable,
given the constraint that a featureless Solar Wind model was used to represent the
data. The model fits corresponding to the largest and the smallest Ap(,) were also
examined individually to access the quality of the best fit models and ensure that
no power spectra with poor data quality remain unflagged.

We conclude that the automated procedure for estimating the featureless IPS
model parameters for the observed power spectra works well. It relieves the as-
tronomer of the drudgery of having to estimate the IPS model parameters for each
of the observed power spectra individually. This makes possible an objective analysis
of large databases of spectra and leaves the astronomer free to devote herself/himself
to more interesting issues. Prominent departures from featureless Solar Wind model
are caused by presence of significant structure in the Solar Wind being sampled by
the l.o.s.. These can be caused, either by some transient phenomenon, like an Inter-
planetary Disturbance (IPD) crossing the [.0.s., or the Lo.s. passing through a long
lived structure in the Solar Wind, like a co-rotating interaction region (CIR). Such
power spectra can easily be identified by their large x? values. Since such events are
usually not frequent, only a small fraction of the total number of observed power
spectra sample such phenomena. This small subset of power spectra are often the
most interesting ones to pursue. The automated estimation of the featureless IPS
model parameters provides a very efficient way of locating such spectra in a large
set of observations, without manually wading through thousands of power spectra.
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Figure 5.13: Power

spectra with the largest velocities - The power spectra
are presented in the same format as Figure 5.4.
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Figure 5.14: Power spectra with the smallest velocities - The power spec-
tra are presented in the same format as Figure 5.4. The velocities obtained for
these power spectra are unusually low and the possibility of their being effected by
ionospheric scintillation is considered in Section 5.7.
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Figure 5.15: Power spectra with the highest g values - The power spectra are
presented in the same format as Figure 5.4.
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Figure 5.16: Power spectra with the lowest g values — The power spectra are
presented in the same format as Figure 5.4.



5.7 A sample of the data

In order to get a feeling for the dataset obtained, the time series of best fit IPS
model parameters for some of the sources which have been observed most frequently
are shown in Figures 5.17 — 5.28. Observations towards some other sources which
show interesting features are also shown.

The g values and the geometry parameters for the observations have also been
presented. The g values have been computed for observations in the range 20° <
le] < 80°. A host of interesting features are seen in these plots. Some of them are
pointed out below :

1. The average latitudinal structure of the Solar Wind is clearly seen in the data
(Section 6.3). The best fit IPS model velocity increases as the P-point moves
away from the equatorial regions. A correlation between increase in the IPS
velocity with decrease in elongation of observation can also be seen. Such a
trend is seen only for non-ecliptic source and not for ecliptic sources. This is
a manifestation of the P-point to the [.o.s.s of non-ecliptic sources moving to
higher heliographic latitudes with decrease in elongation.

2. The most interesting transient event which took place during the epoch of
observations is also clearly seen. This transient was detected in the Interplan-
etary Medium on the day number 134 (May 14,1997) and is best sampled by
the time series of IPS observations of 0116+082. This event was identified
to be an Earth directed CME which was launched from the Sun on the May
12,1997 (Plunkett et al., 1998; Thompson et al., 1998) and it influenced the
Solar Wind in the Interplanetary Medium for next 3-4 days. There are many
interesting things worth noticing about this IPD. The locations of the peaks in
velocity and C? (or g) time series are displaced with respect to each other, the
velocity peak seems to come about a day after the C2 peak. This event is seen
by l.0.s. to many other sources as well. Of the sources for which data is pre-
sented here it is seen by 05184165, 07254147, 0005-062, 05314194, 07584143,
0316+413 and 0548+165. The opening angle of the event in the heliosphere
can be ascertained by finding out the distribution of the [.0.s.s which sample
the event and has been estimated to be > 110°.

3. It should be noted that there are hardly any periods where are fluctuations in
the values of velocity and C? are less than 10%. The fluctuation in the Solar
Wind from higher (or lower) heliographic latitudes seems to be less than as
compared to the fluctuations in the Solar Wind from the equatorial belt.

4. Many different kinds of variations are seen in the velocity and C? time series,
a few of them are mentioned below. There are instances where velocity and
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03164162 are presented in the same format as for Figure 5.17.
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Figure 5.25: Observations of (03164413 — The observations for the source
03164413 are presented in the same format as for Figure 5.17.
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Figure 5.27: Observations of (05484165 — The observations for the source
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Figure 5.28: Observations of 03494063 — The observations for the source
0349+063 are presented in the same format as for Figure 5.17.
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Figure 5.29: Observations of 2322-052 — The observations for the source 2322-052
are presented in the same format as for Figure 5.17.



C? vary in tandem, for instance the features seen towards 01164082 on day
number 139, 07584143 on day number 146 and 03164413 on day number
174. In some cases the peak values in the velocity and C? times series are not
coincident, for example the C? peak comes earlier than the peak in velocity
time series in the features seen towards 02024149 on day number 157 and
towards 0725+147 around day number 112. At times distinct features in the
velocity time series have no corresponding feature in the C? time series, for
instances the features seen towards 0531+194 around day number 200. Some
distinct C? features also have no corresponding features in the velocity time
series, for instance the features seen towards 05484165 on day number 206
and towards 03164162 from day numbers 155 to 165. There are also instances
when the velocity and C? variations seem to be anti-correlated.

. There are large amplitude spikes in in g and C? which take place over time
scales of a few hours. A few of these are seen the accompanying figures -
the feature on day number 124 seen towards 0005-062, on day number 222
towards 0531+194, on day numbers 173 towards 03164413 and on day number
206 towards 0459+252. All these power spectra are poorly represented by the
featureless Solar Wind models. None the less, the values of velocity and C?
obtained from these models is probably representative of the average properties
of the Solar Wind along the [.0.s.. This data is indicative of a very dense
plasma blob with a small velocity component perpendicular to the l.o.s. passing
through. The spatial extent of these blobs is expected to be small as the time
scale associated with these events is of the order of a few hours.

. In contrast to the short time scale variations mentioned above, correlated
velocity and C? variations on time scale of many days are also seen. A few
of these are the features seen towards 0316+162 from day numbers ~ 155 to
~ 165 and towards 2322-052 from day numbers ~ 113 to ~ 124.

. The IPS velocities estimated for some of the power spectra turn out to be
unusually low (115-175 km sec™!). The spectra fitted with the lowest velocities
are shown in Figure 5.14. The presence of ionospheric scintillation has the
effect of enhancing the power in the low frequency part of the power spectrum,
which would result in a low IPS velocity on fitting uniform Solar Wind models.
While an examination of the raw observed power spectra did not indicate the
clear presence of ionospheric scintillation, the possibility of a contamination
due to low level ionospheric scintillation cannot be ruled out. We examined a
few power spectra observed just before and after the ones with low velocities.
In some of the cases we do find a tendency for the consecutive power spectra to
have a low frequency excess but it is usually much less pronounced as compared
to that in the spectra shown in Figure 5.14. Often the consecutive observations



are towards sources are close to one another in angular distance and sample
nearby regions of the heliosphere. It is, therefore, not easy to discern the effects
of ionospheric scintillation from those due to some high C? features in the Solar
Wind away from the P-point. Some of these power spectra are isolated cases
of low velocities, with the neighbouring spectra showing no such tendency. All
these power spectra, except two, have g values close to unity, while ionospheric
scintillation is expected to boost them to higher values. Though we cannot rule
out the presence of ionospheric scintillation, we do not expect the low velocities
from all these power spectra to be because of ionospheric scintillation.

One may suspect the IPS velocities for low S/N spectra to have been under-
estimated but not all of these spectra have a low S/N. We investigated the
possibility of a tendency for the best fit IPS velocities to decrease as a function
of S/N and no such trend could be discerned in the data-set.

The fact that 13 of the 16 highest velocity spectra come from observations
at elongations less than 30° deserves a comment (Figure 5.13). In contrast,
75% of the lowest velocity measurements shown come from observations at
elongations larger than 45°.

5.8 Possible studies of the Solar Wind using the
data-set

The high S/N data-set with a dense coverage of the equatorial Solar Wind obtained
for this thesis can yield a wealth of information about the Solar Wind. Data-sets
with such extensive coverage are hard to obtain as they require a dedicated stable
and sensitive telescope for long durations (many months) and are observationally
very intensive to carry out. While the emphasis of this work has been a tomographic
reconstruction of the Solar Wind in the inner heliosphere (Chapter 7), there are other
studies as well for which this data-set is well suited. These include :

1. Analysis and modelling of transients — As has been mentioned in the
previous section, the most prominent transient during the course of the ob-
servations was detected in the solar corona on the 12 May 1997, it occurred
close to the central meridian and is believed to be an Earth directed CME
(Plunkett et al., 1998; Thompson et al., 1998). Due to the dense coverage of
the equatorial Solar Wind this Earth directed CME has been sampled very
well by our data-set. The event has been sampled well by [.0.s.s to 27 differ-
ent sources, with many observations both before and after the disturbance has
passed through. Lines-of-sight to another 11 sources provide less extensive but
useful constraints. This extensive sampling can constrain the spatial extent



and the radial velocity profile of the CME in a more robust manner than is
usually possible. This data can also be used to study the properties of the
disturbed Solar Wind plasma like turbulence characteristics and to estimate
the mass of the CME as has been done earlier (Gothoskar and Rao, 1999;
Manoharan et al., 2000). Using this information in conjunction with the data
available from a variety of other sources ranging from radio heliographs and
white light coronographs to Solar Wind plasma measurements by Earth or-
biting satellites allow one to study this event in considerable detail and follow
its evolution from close to the Sun to 1 AU. Preliminary studies have estab-
lished the self consistency of the data-set and lead to a model consistent with
observations at 1 AU from Solar and Heliospheric Observatory (SOHO) and
WIND (Section 6.6) spacecrafts.

Large Angle and Spectrometric Coronograph (LASCO) coronograph onboard
SOHO saw on an average 0.8 CMEs per day during our epoch of observations,
most of which took place in the equatorial belt (St. Cyr et al., 2000). The
dense coverage of the equatorial belt in our data-set implies that most of these
CMEs would have been sampled by the observed [.0.s.s. As the coronograph
data measures only projections on the plane of the sky, it cannot constrain the
heliographic longitude of origin of the CMEs to better than +90°. Our data-set
and the SOHO-LASCO data together can be used to locate the sites of origin
of CMEs in a better constrained manner. LASCO measurements extend upto
~ 30 Rg and provide radial velocity profiles of the CMEs (projected on the
sky plane) while our IPS data provides measurements from 80 R onwards,
this can be used to study the radial velocity profiles of the CMEs over a large
range of heliocentric distance.

The large variety of correlated velocity and C? variations which were men-
tioned in the previous section merit individual attention. The details of the
time variations observed would depend on the geometry of the l.0.s. and that
of the Solar Wind structure being sampled. We plan to undertake detailed
investigations for a few of the interesting cases.

. Radial evolution of Solar Wind properties — The dense elongation cover-
age of the equatorial Solar Wind makes this data-set very useful for studying
the radial evolution of properties of the Solar Wind to which IPS is sensitive.
These properties are velocity, C2, «, Azial Ratio and g;. Of these, we consider
the variation of velocity in considerable detail in Chapter 6.

Though in the final analysis presented in this thesis, the values of AR, o and
¢; have been kept fixed and only velocity and C? form the free parameters of
the model, we did some experimenting allowing AR to be a free parameter as
well. A trend for the average value of best fit AR to increase with heliocentric



distance was noticed in these experiments. The AR of Solar Wind plasma is
known to tend to a value close to 1.0 by about 0.3 AU starting from much
higher values close to the Sun and there is little reason to expect its value
to increase at larger heliocentric distances. We suspect that the apparent
increase in the best fit value of AR is a reflection of the increasing departures
of the observed power spectra from the uniform Solar Wind models. As the
Solar Wind propagates outwards, the interaction between the slow and the
fast moving plasma causes the structures to be increasingly prominent. The
presence of structure in the Solar Wind cause the knee of the power spectrum
to be more rounded and this is indistinguishable from an increase in AR to the
uniform Solar Wind models. A more detailed simulation which incorporates
the interaction of the Solar Wind, at least in some approximate manner, would
help in understanding this behaviour and testing the conjecture presented
above.

While our data-set is not be very sensitive to variations in ¢; in equatorial
Solar Wind with heliocentric distance because most of the power spectra are
dominated by the source size filter rather than the ¢; filter (Equation 2.52),
it would be a useful database to study the variations in «. It may also be
possible to look for latitudinal dependences of « in the equatorial belt of the
Sun.

3. Comparison of spacecraft and IPS velocity measurements — Given the
density of coverage of the equatorial regions, it would be possible to build a
IPS velocity model, use this data-set, which can predict the velocity time se-
ries observed by the Earth orbiting satellites. While IPS velocity measurement
are a weighted average along the entire [.o.s., with the weighting factor be-
ing proportional to strength of fluctuations in the electron density spectrum,
satellite sn-situ measurements are local in nature and have no such weighting
factor associated with them. A comparison of the velocity measurements ob-
tained from these two methods, which differ in their basic nature, would help
in understanding and rationalising the biases associated with them and the
differences which they lead to.

As in this work, we concentrate on the tomographic reconstruction of Solar Wind
in the inner heliosphere, the above mentioned studies will not be elaborated on any
further. They will be presented separately and do not form a part of this thesis.






Chapter 6

Radial Evolution of the Solar
Wind

6.1 Introduction

Historically, the early attempts to study the dependence of velocity of the Solar Wind
on the radial distance from the Sun covered the distance range of about 0.5 - 1.0 AU.
Intriligator and Neugebauer reported absence of statistically significant changes in
the average velocity of the Solar Wind in range 0.7 — 1.0 AU using the Pioneer
9 and OGO 5 data from late 1968 and early 1969 (Intriligator and Neugebauer,
1975). Coles and Rickett also reported, from IPS observations, lack of evidence for
significant variation in the average velocity of the Solar Wind near the ecliptic plane
between 0.4 and 1.1 AU (Coles and Rickett, 1976). It is worth pointing out that
in the database of IPS observations available to Coles and Rickett, the daily rms

! a point which they clearly

on the mean estimate of velocity was ~ 100 km sec™
make. Coles has summarised the pre 1978 observational status in a review (Coles,
1978). Schwenn et al. found that the average velocity of the Solar Wind increases
by 52 &+ 11 km sec™' AU™! over a distance range of 0.3 — 1.0 AU, in the slow Solar
Wind (Schwenn et al., 1981). They also found that the fast Solar Wind continued
to propagate with nearly the same velocity. This study was based on the data from
Helios 1 and Helios 2 satellites at epochs when the two spacecrafts were radially

aligned with the Sun in 1976 and 1977.

There have been many recent attempts to study the velocity of the Solar Wind
close to the Sun, in the acceleration region, both in the equatorial and the polar
regions. These attempts have used remote sensing techniques like IPS at high radio
frequencies (~ 2 — 8 GHz), which allows one to sample the regions in the range
from ~ 5 — 80 Ry, (Yamauchi et al., 1998; Grall et al., 1996; Yamauchi et al., 1996;
Tokumaru et al., 1994). These and other similar studies limit the acceleration region



of the Solar Wind to ~ 60 — 80 R (0.25 — 0.35 AU).

Few attempts have been made, in the recent past, to investigate the radial evo-
lution of the Solar Wind velocity in the 0.35 — 1.0 AU range, the range accessible to
IPS in the meterwave range of the electromagnetic spectrum. This chapter discusses
our attempts to study the radial evolution of Solar Wind in this distance range. The
entire data-set obtained has been included in this study. As our dataset was opti-
mised to study the equatorial regions of the Sun, the regions outside a heliographic
latitude range of +15°N to —15°S are poorly sampled. The sampling of the higher
latitudes is much sparser as compared to the ecliptic and large fractions of the foot-
points of .o.s.s to these sources lie outside the ecliptic place. Their presence is not
expected to cause any significant contamination from the non-equatorial Solar Wind
to the equatorial Solar Wind but stabilises the solution at high latitude by putting
constraints. Though the entire data-set obtained has been included in this study,
the conclusions drawn from this analysis pertain only to the equatorial belt of the
Sun (+15°N to —15°S5).

The original motivation for this piece of work was to construct an initial guess
which could be used as an input to the tomographic reconstruction of the 3D struc-
ture of the Solar Wind. Some of the results which this exercise yielded were inter-
esting enough to merit independent follow up.

6.2 Single station velocity determination

All power spectra in the dataset were modelled using a featureless Solar Wind model.
This model, referred to in the literature as single-station IPS model, is described in
Section 3.2. The automated procedure described in Chapter 5 was used to estimate
the best fit IPS models for each of the observed power spectra. In the first run of the
automated procedure, velocity, C2 and source size were treated as free parameters of
the IPS model. The results of the best fit estimation procedure were used to compute
an average source size for each of the observed sources. The best fit models were
re-estimated, using the automated procedure, with the source size frozen to be the
average value for the source and velocity and C? as free parameters. AR, was held
fixed at values of 1.0 and a was frozen to a value of 3.0. The rationale behind this
choice is discussed in Section 2.6. ¢; and 6, effect the power spectrum of intensity
fluctuations in a similar manner and need to be carefully distinguished between.
The effects of variation of ¢; with radial distance from the Sun were looked for and
were not found to be discernible (Section 5.3.5). The effects due to change in g;
were, therefore, not considered important and have been ignored in the IPS model.
A value of s; (s; = 3/qi) close to 0.0 km was used and the contribution from its
constant value have been absorbed in the 6, estimate. The effect of random velocity



Table 6.1: ¢ and P-point distance bins — Columns 2 and 3 give the minimum
and the maximum P-point distances to the l.o0.s.s included in a given bin, column
4 the mean P-point distance of the l.o.s.s, columns 5 and 6 the e corresponding
to the minimum and the maximum P-point distances and column 7 the number of
observations which have contributed to the bin.

Bin | Puin AU | Ppes AU | P AU | € € No. of data

No. points
1 0.34 0.55 0.44 |20.0 | 334 925
2 0.55 0.76 0.67 | 33.4 | 49.5 1497
3 0.76 0.98 0.87 | 49.5 | 80.0 1373

on the power spectra is believed to be negligibly small beyond radial distances of
~ 0.30 AU and was hence ignored (Section 2.6).

6.3 The latitudinal profile of Solar Wind velocity

The dataset was divided into three equal bins in distance of the P-point from the
Sun. The P-point distance and e ranges spanned by each of the bins are given in
Table 6.1. The average P-point distance corresponding to the three bins is 0.44,0.67
and 0.87 AU respectively. All the three bins have a large number of observations
contributing to them, ~ 1000 or more each.

For observations in each of these bins, all the [.0.s.s were projected on a fiducial
spherical surface of radius P, concentric with the Sun. The velocity of the Solar
Wind was assumed to be purely radial and it was further assumed that the Solar
Wind travelled with a constant velocity within each of the bins. The best fit IPS
model velocity, obtained using the structure-less Solar Wind model, was assumed to
be the velocity of propagation of the Solar Wind all along the [.0.s.. Care was taken
to remove the contamination in the IPS model velocity due to the Earth’s motion
around the Sun (Section 5.3.6). In order to project the [.0.s. on the fiducial surface, a
geometric projection of the [.0.s. was first computed. Knowing the constant velocity
of propagation of the Solar Wind for the particular observation from the IPS best
fit model, the travel time from the fiducial surface to the l.0.s. was computed. Using
the known angular rotation rate of the Sun, the change in the Carrington longitude
of the geometrically projected l.o.s. to account for travel time was computed and
corrected for. The track on the fiducial surface so obtained was assumed to represent
the site of origin of the Solar Wind sampled by a given lo.s.. For estimating the



velocity distribution on the fiducial surface, the surface was broken up into discreet
elements of size 20°(longitude) x 2°(latitude).

The power spectrum observed along a [.0.s. is a weighted sum of the contri-
butions from the Solar Wind along the l.0.s. (Sections 2.5.2 and 3.2) The velocity
estimated from the TIPS best fit model was assigned to the track on the fiducial
surface to which the l.o.s. was mapped, with a weight estimated as follows. The
projected l.o.s. was represented by a set of discreet pixels adjacent to one another
on the fiducial surface. The fraction of area under the model power spectrum (i.e.
the fraction of m?) contributed by the part of the Lo.s. represented by a pixel was
used as the weight with which the [.o.s. contributed to a given pixel. This weight
was normalised by the maximum contribution to the given [.0.s. by any pixel. The
part of the [.o.s. which contribute significantly to the observed power spectrum does
not extend much beyond 2 AU. In order to use an objective limit for the Lo.s., a
threshold value of 0.05 for the weight was used as the cut-off value. Each element on
the l.o.s. contributes only to a point on the fiducial surface. Since the Solar Wind
properties vary only slowly with position, we have assigned the estimated velocity
at the point to a region 5° around it so that the projected l.o.s. instead of being a
line on the fiducial surface is a band of width 5°. Thus each element of the lLo.s.
could contribute to more than one resolution element (pixel) on the fiducial surface.

A weighted average of all the contributions to each of the pixels was taken to
produce an average velocity map for each of the fiducial surfaces. Further, since
the quantity of interest is time and longitude independent properties of the Solar
Wind, a weighted averaging over heliographic longitude, ¢q, was done to obtain the
average velocity structure along 6.
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The error bars represent formal errors on the average latitudinal structure of velocity
and have been obtained using the following standard expression :
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The velocity dependences on latitude so obtained are shown in Figure 6.1 for
each of the three radial bins. Each of the curves is labelled by the bin number
to which it corresponds. The velocity increase by almost 200 km sec™' as one
moves from the equatorial regions towards either of the poles in a short span about
20°. This structure of the Solar Wind is now well known and has been discussed
by various researchers (Kojima and Kakinuma, 1990; Ananthkrishnan et al., 1995;
Kojima et al., 1998) using IPS data and various empirical functional forms have been

proposed to describe it. Spacecraft observations from ULYSSES out of the ecliptic
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Figure 6.1: Average velocity structure of the Solar Wind along 6; — The
three curves correspond to observations in each of the three P-point bins referred
to in Table 6.1. The curves corresponding to the 1°* and the 3" bins have been
labelled and the middle curve corresponds to the bin 2. The error bars on the data
points represent 1o uncertainties. They have been obtained by computing the rms
of all the velocity contributions to a given latitude bin and dividing it by the root
the number of contributions to the bin. The minimum value of velocity for bin 1 is
372.9 km sec™! and that for bins 2 and 3 are 342.0 and 298.1 km sec™!, respectively.
The mean value of velocity in the latitude range +£10° are 427 £ 43, 360 4+ 23 and
332 4+ 32 km sec™! for bins 1, 2 and 3 respectively.



plane provided the first in-situ measurements of the high latitude Solar Wind and
confirmed this trend (Phillips et al., 1995).

From Figure 6.1 it is also evident that there is an distinct trend for the velocity
of the Solar Wind to decrease with increase in the heliocentric distance. Thus there
is a clear tendency for equatorial Solar Wind to decelerate as it flows outwards. This
trend is different from the expected behaviour of the velocity of the Solar Wind. In
order to convince ourselves of the authenticity of the trend, the analysis procedure
and the data-set were critically examined to check for biases which could produce
artifacts to mimic it. The next two sections discuss the various biases which have
been considered.

6.4 The P-point approximation and its extension

In order to check if the observed radial dependence could be caused by the analysis
procedure, the data was subjected to the conventional P-point analysis. The P-
point analysis differs from the present analysis in asserting that the power spectrum
observed along a l.o.s. is so dominated by the part of the l.o.s. close to the P-point
that the contribution of the rest of the [.0.s. is negligible (Section 3.2.1). A Lo.s.
is therefore believed to sample the Solar Wind from the small patch on the fiducial
surface to which the Archimedean spiral from the P-point maps back. In contrast,
the present analysis considers the [.0.s. mapped to the fiducial surface to be band of
considerable length and 5° in width. In the frame work of the present analysis the
P-point analysis can be achieved by choosing the threshold value for the [.0.s. weight
to be so large that the the effective projected [.0.s. is confined to a single pixel. In
addition, the projected values were assigned only to the pixel which the Archimedean
spiral mapped to and not to a patch 5° in width as in the above analysis. A value
of 0.90 for the lo.s. weight was found to limit the effective projected lo.s. to a
single pixel and was used to do the P-point analysis. The results of the exercise
are shown in Figure 6.2. A trend for radial evolution of the velocity profile of the
equatorial Solar Wind is still seen but its significance is compromised as the noise
on the velocity profiles is large. The trend becomes significant if rather than the
profiles, average values of the velocities for the three profiles, say in the latitude
range —10° to +10°, are compared. The average values are 424 + 48, 361 + 28
and 330 + 33 km sec! respectively in the order of increasing distance from the
Sun, which are practically the same as obtained for the profiles obtained from our
analysis (Figure 6.1). It should be noted that the 1o error bars receive significant
contribution from the systematic variations of velocity in the latitude range 4+10°
and do not represent the random errors alone.

The only two parameters which differ between our analysis and the conventional
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Figure 6.2: The results of the P-point analysis — The figure shows the results
obtained on subjecting the same dataset as used in Figure 6.1 to the standard P-
point analysis. A threshold value of 0.90 was used for the [.0.s. weight and each l.o.s.
contributed to only one pixel on the fiducial surface. The solid curve corresponds
to the first bin and the dashed and the dotted curves to the second and the third
bin respectively.

P-point analysis are the choice of the threshold value of the [.0.s. weight (to limit
the effective extent of lo.s.) and the width assigned to the lLo.s.. The noisiness
of latitudinal profiles obtained using the P-point analysis and the clear presence
of the decreasing trend in our analysis prompted us to do a systematic study by
varying these two parameters. The results of the study are shown in Figures 6.2 —
6.5. These figures have all been made to the same scale and the error bars have not
been plotted in order to aid comparison.

Figures 6.3 and 6.4 show the results of the analysis of the same data-set as in
Figure 6.1 using a threshold for [.0.s. weight of 0.50 and 0.05 respectively. The foot-
points of the l.o.s. on the fiducial surface were treated like a geometric line threading
the pixels on the surface, no additional width was assigned to the projection of the
l.o.s.. Figure 6.5 shows the results of the analysis using a threshold for l.o.s. weight
of 0.50 and assigning a width of 5° to the l.o.s. projected on the fiducial surface.
From Figures 6.2 — 6.5 it is evident that the trend for radial evolution of velocity
profile becomes increasingly clear as the threshold value used for the [.0.s. weight is



%00 ! ! ! ! ! ! !
800
700
600

500

Velocity (km/sec)

400

300

200 | | | | | | |
-80 -60 -40 -20 0 20 40 60 80

Latitude (deg)

Figure 6.3: Line-of-sight weight threshold of 0.50 — A plot similar to figure 6.2
except that the [.0.s.s were projected back using a threshold value of 0.50 for l.o.s.
weight. No width was assigned to the l.o.s., in contrast to the analysis in Figure 6.1.
The solid curve corresponds to the first bin and the dashed and the dotted curves
to the second and the third bin respectively.
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Figure 6.4: Line-of-sight weight threshold of 0.05 — A plot similar to Figure
6.2 except that the [.0.s.s were projected back using a threshold value of 0.05 for
l.0.s. weight, same as that for Figure 6.1. No width was assigned to the lLo.s., in
contrast to the analysis in Figure 6.1. The solid curve corresponds to the first bin
and the dashed and the dotted curves to the second and the third bin respectively.
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Figure 6.5: Line-of-sight weight threshold of 0.50 and a width of 5° — A plot
similar to Figure 6.2 with the analysis differing in that the a threshold value of 0.50
for [.0.s.weight was used. In addition, instead of treating the projected [.0.s. like a
geometric line, it was assumed to have a width of 5°. The solid curve corresponds
to the first bin and the dashed and dotted curves to the second and the third bin
respectively.



lowered.

The decrease in threshold of l.0.s. weight leads to an increase in the length
of the track to which a given l.o.s. is mapped and allows a given observation to
contribute to a larger number of pixels. It is worth pointing out that, as the velocity
distribution on the fiducial surface is averaged over longitude, in order to obtain
the average latitudinal velocity profile, the increase in the longitudinal extent of the
l.0.s. is of no consequence. For most [.0.s.s, the latitudinal extent also increases with
increase in the longitudinal extent of the [.0.s. and this increase in latitudinal extent
grows as the P-point of the l.0.s. moves away from the heliographic equator. The
trend becomes even clearer if a width, larger than the pixel dimensions, is assigned
to the l.o.s.s, as the [.0.s. can then contribute to a the neighbouring pixels as well.

This effect of including larger and larger parts of the l.o.s. is a convolution of the
velocity on the fiducial surface with a smoothing function which is the projection of
the weighted patch on the solar surface to which a l.0.s. is mapped, on the latitude
axis. The weights correspond to the strength with which given points on the l.o.s.
(pixels in this case) contribute to the power spectrum. As the threshold weight
used to delimit the [.o.s. is reduced or the width assigned to the l.o.s. is increased,
this smoothing function increases in spatial extent. Smoothing with a function of
progressively larger spatial extent removes the more and more of the higher frequency
structure from the latitudinal velocity profile, resulting in smoother profiles. This
effect is similar to that of passing a signal through a low-pass filter with a decreasing
passband bandwidth or that of a convolution of an image by a progressively broader
point spread function. The high frequency components act like noise in the velocity
profile and reduce the significance of the differences between the velocity structure
at different radial distances from the Sun.

The hypothesis that the difference between the conventional P-point analysis
and the analysis described here is that of a convolution with a smoothing function
was put to test. The velocity latitude profiles computed using the P-point approx-
imation were convolved with a bozr car smoothing function of different spatial scale
sizes and were compared with the results of our analysis. The P-point velocity pro-
files, smoothed to spatial scale sizes corresponding to 6°, 10° and 14°, are shown
in Figure 6.6 for bin 1 and 2 and in Figure 6.7 for bin 3. A constant velocity of
200 km sec ! has been added to the profile smoothed to 6° and 100 km sec ! to
the one smoothed to 10° in order to facilitate comparison. The velocity profiles ob-
tained from our analysis (Figure 6.1) have been over-plotted on the profile smoothed
to 14°. Though the the profiles do not match in detail, they are quite similar in the
0 range of interest. The smoothing which takes place in our analysis procedure is a
combined effect of the latitudinal extent of the individual /.0.s.s and differs in detail
from the simple box car smoothing used above. Section 6.5.1 discusses the nature
of smoothing in our analysis is more detail.
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Figure 6.6: Latitudinal velocity profiles from P-point analysis for Bin 1
and 2, smoothed to different spatial scales — The figure shows the results of
smoothing the velocity profile obtained form conventional P-point analysis over 6°,
10° and 14°. A constant velocity of 200 km sec™' has been added to the profile
smoothed to 6° and 100 km sec™! to the one smoothed to 10° in order to facilitate
comparison. The velocity profiles obtained from our analysis (Figure 6.1) have been
over-plotted on the profile smoothed to 14°. The first panel shows the velocity
profiles for bin 1 and the second panel those for bin 2.
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Figure 6.7: Latitudinal velocity profiles from P-point analysis for Bin 3,
smoothed to different spatial scales — The latitudinal velocity profiles for bin
3 are shown in the same format as Figure 6.6.



In summary, the trend for deceleration of the average Solar Wind velocity is
also seen on subjecting the data-set to the conventional P-point analysis but the
significance of the trend is low because of the high frequency fluctuations in the
latitudinal profiles. Our analysis, by assigning the velocities to bands on the fiducial
surface rather than individual pixels, produces smoother profiles in which this trend
stands out clearly. This method and the P-point analysis can be thought of as
differing only in the latitudinal length scales over which the profiles are smoothed,
as has been shown by the arguments presented above.

6.5 Discussion of possible artifacts and biases

In order to check if this trend for deceleration of Solar Wind was an artifact of
the analysis procedure, the sampling of heliosphere or a bias introduced because of
incorrect choice of parameters for IPS Solar Wind model, the following possibilities
were considered.

6.5.1 Artifacts due to sampling of the inner heliosphere

The observed velocity along a l.0.s. depends on the velocity of the Solar Wind
at every point on its track on the fiducial surface. As a source moves closer to
the Sun, its P-point tends to move to higher heliographic latitudes and, therefore,
the footpoints of the l.o.s. on the fiducial surface also extend to higher latitudes
closer to the Sun (Section 2.1 and Figures 2.3 and 2.4). All [.0.s.s must originate
from the Earth and, hence, must have a part of their track map back close to
the heliographic equator. Given that the velocity varies steeply with heliographic
latitude, the smoothening over a range of latitudes may lead to a contamination
of the low latitude velocities by the high latitude velocities. If the distribution
of P-point latitude of the observations, and the consequent sampling of the fiducial
surface, is different in the three bins, the extent of this contamination and the length
scales of smoothening in them might also be different. Smoothening over increasing
length scales is expected to increase the value of the minima of the profiles. This
contamination would produce a bias in the data which follows the observed trend of
decrease in velocity with heliocentric distance. To look for the presence of this bias
and estimate its severity, the following study was done.

The histograms of the P-point 6 for the observations which contribute to each
of the radial bins are shown in Figure 6.8. The effect of the P-point moving to
progressively higher latitudes with decrease in elongations is clearly seen in the
histograms. The histogram for bin 3 (bottom panel) is has a pronounced peak
around median 6 value of —0°.42. Bin 2 (middle panel) has a broader distribution
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as compared to bin 3 and the median 6 value lies at —4°.1. Bin 1 (top panel)
has the broadest distribution and has a median 6 value of —8°.8. As bin 1 has the
broadest distribution of P-points, the [.0.s.s contributing to it span the largest range
in f5. The steep rise in the velocity with latitude may lead to some contamination
of the velocity profile in the low latitude region because the near Earth part of
the l.0.s.s to even high latitude P-points map back close to the equator. On the
other hand, the distribution of weight with which a part of l.0.s. contributes to
the power spectrum is most sharply peaked for observations closest to the Sun, as
discussed in Section 3.2.1. Also, the Fresnel filter term cuts down the contribution
from the near Earth parts of the lLo.s., which is the place from where one expects
contaminations to creep in. These aspects allows the contributions from the higher
P-point l.0.s.s to be mapped back to the proper place on the fiducial surface with
minimal contamination to the low heliographic latitudes. The differences in the
latitudinal spreads of the footpoints of l.0.s. in different bins, due to the differences
in the P-point distribution, lead us suspect that the velocity latitude profiles for
different bins may be smoothed over different spatial scales, with the bins closer to
Sun smoothed over the largest spatial scales. Smoothing over increasing scale sizes
is expected to increasingly raise the value of the minima of the profiles, a trend
similar what is observed.

In order to estimate the extent of contamination in the velocity latitudinal pro-
files due to the bias introduced by the differences in P-point distribution for the
three bins, the following simulation was carried out. Power spectra were generated
assuming a latitudinal distribution of velocity of Solar Wind on a fiducial surface,
similar to the observed distribution (Figure 6.9) and no radial velocity evolution.
The best fit IPS model parameters for these power spectra were estimated using
the automated procedure discussed in Chapter 5. This data was then subjected to
the same analysis as described in Section 6.3 and latitude velocity profiles were es-
timated. The results of the exercise are shown in Figure 6.9. The model latitudinal
velocity profile used to generate the power spectra and the profiles obtained for each
of the three bins are marked. The figure is drawn to the same scale as Figure 6.1 to
ease comparison. It is evident from the figure that the analysis is able to reproduce
the model profile which was used to generate the data very well in the 6y range
—15° to 15°. The latitudinal profiles for the three bins are very close to one another
in the O, range of interest. This clearly establishes that the differences in P-point
sampling of different bins, and the consequent differences in sampling of the helio-
sphere and smoothing scales, do not produce any significant contaminations which
may show up as biases mimicking average deceleration of the Solar Wind.
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Figure 6.9: Latitudinal Velocity profiles for simulated data — This figure
presents the results of the simulation done to estimate the artifacts in the observed
latitudinal velocity profiles due to differences in sampling of the heliosphere and
smoothing scale sizes. An input model with the shown velocity profile was used
with no radial evolution. The velocity profiles profiles obtained for different bins
have been labelled. All the three profiles stay close to the model profile used to
generate the data in the 6 range of interest (+£15°). The differences in sampling
of the heliosphere and smoothing scale sizes, hence, do not produce artifacts of
magnitudes which may show up as the observed average deceleration of the Solar
Wind with heliocentric distance.



6.5.2 Incorrect choices for Solar Wind model parameters

The Solar Wind model parameters which had been set to fixed values for the purpose
of this study, were AR, and ¢;. We consider the possibility that the observed
velocity trend arises due to these assumptions.

Axial Ratio biases

Since we have constrained Axial Ratio, AR, to be 1.0, in the entire range of ob-
servations from 0.34 — 0.98 AU, in our fitting procedure an intrinsic evolution of
AR of Solar Wind along the radial direction from the Sun can manifest itself as
evolution of velocity. For a power spectrum generated using a given AR, as the AR
used in the IPS fitting procedure is increased, the velocity of the best fit IPS model
also increases. The observed trend that the velocity of Solar Wind decrease with
radial distance from the Sun can be explained by radial evolution of AR alone if the
AR increases from about 1.0 to greater than 1.5 over the radial distance range of
interest.

There is little justification to expect AR to increase as the Solar Wind travels
away from the Sun. From values as high as 14 reported close to the Sun (Armstrong
et al., 1990) the AR drops to a value of unity at about 0.3 AU and continues to be at
unity for larger heliocentric distances (Bourgois et al., 1985; Yamauchi et al., 1998).
Even if the assumption of AR being close to unity is in error for the innermost bin,
it could only be larger than unity. In such a situation, the velocities of the Solar
Wind estimated by the best fit IPS model assuming AR to be 1.0 would be less than
the true value. If AR undergoes any radial evolution, it is expected only to decrease
with radial distance and settle down to a value of unity. Under such circumstances,
the IPS model velocity estimates would be underestimates closer to the Sun and the
would approach the true value as AR approaches unity, thus showing an acceleration
of Solar Wind with radial distance, which is contrary to the observed trend.

Biases due to spectral index

As the value of the spectral index, «, increase, the high frequency part of the power
spectrum becomes steeper. If the IPS model used to obtain the best fit uses a larger
value of a than appropriate, the velocity would tend to be overestimated and vice
versa. As has been mentioned in Section 6.2 we have fixed the value of « to 3.0. If
the velocity evolution seen is to be explained it terms of incorrect choice of « for
the Solar Wind model, unaided by any other effects, a must increase with radial
distance from the Sun to explain the decrease in velocity. Observations show that
close to the Sun (10 — 80 Ry) a shows a slight increase from ~ 2.75 to ~ 3.0 between



10 and 20 R and then remains close to ~ 3.0 out till 80 Rg,, (Yamauchi et al.,
1998).

Some evidence for a and the velocity of the Solar Wind to be correlated has been
presented by Manoharan et al. (Manoharan et al., 1994) and has been discussed in
Section 2.6. One of their conclusions is that close to a solar minimum, « increase
both with velocity and 6. The velocity range of interest for the present discussion
is 300 — 500 km sec™!. In this velocity range, o is reported to change from ~ 2.75
to ~ 3.2. Little change in the value of « is reported in the 6 range of interest to
the present discussion. An attempt to explain the observed decrease in velocity as
a bias introduced because of a decrease in o with decrease in velocity, on the basis
on o x v arguments, leads to an inconsistency in the argument. If the trend seen
in velocity is solely due to an inappropriate use of a constant value of «, this trend
should disappear on allowing « to vary appropriately. But the disappearance of the
trend in velocity violates the o ox v relationship, which was the basis for introducing
the variation in « to explain the variation in velocity. To the best of our knowledge,
no systematic trend for variation of a with radial distance in the range 0.3 — 1.0 AU
has been reported in the literature. There is, hence, no reason to expect any biases
because of improper choice of a causing the trend for average deceleration of the
Solar Wind seen in our analysis.

Biases due to inner scale

An error in the choice of the value of inner scale, g;, manifests itself as an error in the
angular size of scintillating component of the source. We have assumed g; effects to
be unimportant for our analysis, as discussed in Section 6.2. The fact that ¢; has no
bearing on velocity estimates ensures that an error in the choice of its value or any
evolution of its value cannot give rise to trends in velocity along the radial direction
from the Sun.

Effects due to random velocity of Solar Wind

The TIPS model used does not incorporate the effects of random velocity of the Solar
Wind. The presence of random velocity is likely to lead to an over/under estimation
of the bulk velocity of the Solar Wind. There is no evidence for the random velocity
component to be significant in the range of heliocentric distance of interest. The
random velocities are known to be small enough to be unimportant by ~ 20 Rg
(Scott et al., 1983; Armstrong and Woo, 1981; Ekers and Little, 1971). No trends
in the velocity of the Solar Wind are hence expected to arise because of the effects
of the random velocities of the Solar Wind.



6.5.3 Inadequacies of the IPS Solar Wind model

This analysis relies crucially on the velocity of the Solar Wind estimated using the
single station IPS Solar Wind model described in Chapter 5 and Section 6.2. In these
models, Solar Wind is represented by a structure-less flow of plasma with purely
radial velocity. The real Solar Wind is known to have structure, though its structure
is not expected to be elaborate (Section 1.4). In view of the fact that the part of
the l.o.s. close to the P-point dominates the contribution to the power spectrum
observed along a [.0.s. (Section 3.2.1) and in the absence of any other information
about the properties of the Solar Wind along the [.0.s., the structure-less model is
the most prudent choice available. The featureless Solar Wind model is expected to
provide reasonable estimates of the average properties of the Solar Wind along the
l.o.s., especially close to the P-point. Though this model is too simplistic to offer
a good description of the true Solar Wind, its use is not expected to produce any
systematic effects along the radial direction. The analysis procedure used tends to
smooth and obliterate any velocity structure of the Solar Wind, because of averaging
effects. If some trends emerge even in presence of these smoothing effects, they are
expected to be more pronounced in reality.

In oder to develop a more realistic model for the Solar Wind, information of
the 3D distribution of the properties of Solar Wind is required. This is precisely
the aim of the exercise of tomography towards which the present analysis is the
first step. The present analysis has some advantages over tomography though, it
depends much less crucially on the various assumptions necessary for tomography
(Section 3.7) and the number of free parameters it involves is much smaller.

6.5.4 Biases due to Signal to Noise problems

The Signal to Noise ratio, S/N, of the measured power spectrum, the basic observ-
able of IPS, decreases with radial distance from the Sun. If there is a systematic
tendency to underestimate the IPS velocity when using power spectra with low S/N,
it too can give rise to trends which shall mimic deceleration of the Solar Wind. The
following simulation was done to check for the presence of such tendency. Power
spectra were generated using a featureless Solar Wind model with a constant velocity
along the same [.0.s.s as for which observations were available. A random gaussian
noise, to reflect the measurement uncertainty on the power spectra, was added to
make the S/N of the model spectra comparable to the observed spectra. The best
fit IPS velocities for the model power spectra showed no trend for a decrease with
increasing radial distance from the Sun. This rules out any systematic effects due
to S/N problems.



6.6 Comparison with data from WIND

WIND is a near Earth spacecraft, launched by National Aeronautics and Space
Administration (NASA) of the USA, on the 15 of November 1994. The primary sci-
entific objectives of WIND are the study of the basic plasma processes in the near
Earth Solar Wind, provide baseline ecliptic plane observations to be used in con-
junction with ULYSSES spacecraft (Section 6.7) and also provide complete plasma,
energetic particle, and magnetic field input for magnetospheric and ionospheric stud-
ies. The scientific payloads onboard WIND, of interest to this work, include the Solar
Wind Experiment (SWE) which can measure velocity, density and temperature of
the Solar Wind plasma and the Magnetic Field Investigation (MFI) which provides
high time resolution accurate magnetic field measurements in near-real time on a
continuous basis. Apart from the payloads mentioned above, WIND has a variety
of scientific instrumentation on board which performs measurements ranging from
determining elemental and isotopic abundances in the Solar Wind plasma, measur-
ing radio waves from 20 kHz to 14 M Hz, measuring low frequency electric waves
and magnetic field from DC to 10 kHz and provide high resolution spectroscopic
survey of cosmic gamma-ray bursts and high-resolution spectroscopy of solar flares.

The average velocity of the Solar Wind measured by WIND during the period of
our observations were compared with the velocities obtained close to 1 AU from our
analysis. WIND measured an average velocity, Uy, of 377.1 km sec! in the period
of interest. It being an Earth orbiting satellite, always samples the Solar Wind in
the ecliptic. The average IPS velocity at 6, = 0° at 1 AU, T7ps(1AU, 6, = 0°),
is 308.0km sec™! (Figure 6.1). The velocity estimated by IPS is ~ 82% of wy.
This difference of ~ 70km sec™! in the two velocity estimates is large enough for
the two to be considered discrepant. The following issues would contribute to this
discrepancy.

6.6.1 Differences in sampling of the Solar Wind

The trajectory of the footpoint of WIND on the solar surface is shown in Figure 6.10.
At any given time, WIND samples Solar Wind arising from a small patch on the solar
surface. As the IPS dataset spans ~ 5 solar rotations, WIND’s footpoint traversed
the entire longitude range 5 times, in this period. 7y is therefore an average over
5 tracks on the solar surface. IPS on the other hand is sensitive to a considerable
fraction of the inner heliosphere at any given epoch, as shown in Figures 3.4 and
3.5. The average velocity profiles estimated using IPS are an average over the entire
observing period and are, therefore, a more robust representative of the velocity of
Solar Wind arising from the entire equatorial belt of the Sun (Figure 6.8). Thus
the Solar Wind sampled by WIND is a small fraction of that sampled by IPS. oy,
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Figure 6.10: Heliographic coordinates of WIND — This figure presents the
Carrington longitude and the heliographic latitude of WIND for Day No 110.0 to
Day no 245 of 1997.



is much more prone to biases because of temporal evolution of and structure in the
Solar Wind, while they get averaged out in T7pg(1AU, 6 = 0°).

6.6.2 Heliographic latitude excursions of WIND

While the above comparison has assumed WIND to be at 6 of 0° all through the
period of interest, it actually traversed a range of 6, from ~ —6°S to ~ 7°N during
this period. The heliographic coordinates of the trajectory of WIND, for the period
of interest, are presented in Figure 6.10 The considerable gradient in the velocity
profile in this 6 range would lead to an incorrect estimate of T7pg(1AU, 0, = 0°).
It would be more meaningful to compare Ty, with velocity estimate from IPS obser-
vations averaged over the 6 range traversed by WIND. This leads to a 77pg(1 AU)
of 320.7 km sec™!, reducing the discrepancy slightly to ~ 15%.

6.6.3 Normalisation

IPS velocity estimates are very different in nature from the in-situ spacecraft mea-
surements of the velocity of the Solar Wind. IPS measurables are a weighted average
of the properties of the distribution of the Solar Wind properties along the l.o.s..
The weighting factor is proportional to C? which itself is proportional to (dn.)*.
Spacecraft measurements, on the other hand, are local measurements and weight all
samples equally. This basic difference in the two measurements suggests that rather
than comparing the two velocities, it may be more meaningful to construct a similar
weighted average from the WIND data and compare it with IPS velocities. We used
the following expression to construct a weighted average of velocity measurements
from WIND :

_ Jdtow(t) (On.(t))"
o Jdt (Gne(t))’

In the actual implementation, integration was replaced by summation because of

vw (6.3)

the discreet nature of the data. We used the rms available on the hourly average n,
measurements from WIND as proportional to dn.(t) to compute oy and evaluated
it to be 358.6 km sec™'. Though @y moves closer to Urpg (320.7 km sec™), it is
still larger by ~ 38 km sec™! (10.6%).

It should be pointed out that there were, on an average, 42 n, measurements
available every hour and the rms on them was used as dn.. Assuming the mea-
surements to be equally spaced, this sampling corresponds to a measurement every
87.7 sec. Given the average velocity of the Solar Wind measured by WIND, this
duration corresponds to a length scale of At x Ty = 3.3 x 10* km and rms from
such a series probes fluctuations on length scale of 6.6 x 10* km and larger. IPS,
on the other hand, is sensitive to n. fluctuations on length scales of the Fresnel



size (Section 2.3) and smaller, which for our frequency of observations is ~ 300 km
(using z = 0.6 AU). Hence the available measurements of fluctuations in n, are
at length scales significantly larger than the ones probed by IPS. If the spectrum
of intensity fluctuations does not follow a power law with a constant coefficient,
the rms on n, estimated on different length scales will differ. A curvature in the
spectrum of intensity fluctuations over the length scales of interest is likely to lead
to discrepancies between the two velocity estimates.

In addition, IPS measurements are indirect, they are a model dependent esti-
mate of the velocity of the Solar Wind, while spacecraft measurements of velocity
are direct measurements, independent of any model and assumptions. It should,
therefore, not be surprising to find significant differences between simple minded
comparisons of the two velocity estimates. The reasons mentioned above may lead
to a systematic difference between the velocities measured by IPS and WIND. In
order to reconcile these differences, we have chosen to renormalise the IPS velocities
at 1 AU using the WIND data.

6.7 Comparison of WIND and ULYSSES data

ULYSSES is the first spacecraft with the primary objective of characterising the he-
liosphere as a function of solar latitudes and it is joint endeavour of European Space
Agency (ESA) and NASA. The spacecraft was launched on the 6 of October 1990
and is still operational. ULYSSES remained in the ecliptic place till February 1992
when it was pushed out of it by the strong gravitational pull of Jupiter. Since
then, ULYSSES has been in a polar orbit of the Sun. It reached it highest south-
ern latitude of 80.2° in September 1994, crossed the ecliptic in February 1995 and
reached the highest northern latitudes in September 1995. On its circumpolar or-
bit, ULYSSES crossed the ecliptic plane once again in May 1998. ULYSSES is the
first spacecraft to provide direct measurements of polar Solar Wind. The ULYSSES
payloads, of interest to the present work, are the Solar Wind Plasma Experiment
which characterises the bulk flow and internal state conditions of the interplane-
tary plasma in three dimensions and the Magnetic Field Investigation which aims
at determining the large scale features and gradients of the magnetic field. Apart
from these, there are payloads onboard which deal with investigations of Solar Wind
ion composition, radio studies of the Sun and Jupiter, Cosmic Rays, Gamma Ray
Bursters and Gravitational Waves.

In order to look for evolution in velocity of the Solar Wind beyond 1 AU, a
comparison of the average Solar Wind velocities measured by ULYSSES and WIND
was done. The epoch for comparing the data from the two satellites was carefully
chosen using the criterion that both the satellites should sample the Solar Wind



originating at the same epoch from the same physical locations on the Sun. The
Solar Wind arising from the equatorial belt on the Sun is expected to continue to
propagate in the same plane, without being contaminated with Solar Wind arising
from higher or lower latitudes. The epoch when ULYSSES was crossing the helio-
graphic equator was therefore chosen for comparison with WIND data. As WIND
is an Earth orbiting satellite, its trajectory remains confined to the ecliptic and is,
therefore, never far from the heliographic equator.

The ULYSSES was at a latitude of +2°.0 on 02-11-1997 (Day of year 1997 306.5)
and crossed —2°.0 on 24-01-1998 (Day of year 1997 389.5). This period corresponds
to ~ 3 Carrington rotation periods, and was considered long enough to obtain
meaningful averages. The mean Sun-ULYSSES distance during this period was
5.36 AU. During this period ULYSSES sampled Solar Wind originating from the
equatorial region lying between +2°/N and —2°S and the footpoint of its trajectory
traversed the entire longitude range of 0° to 360° thrice. The mean velocity of the
Solar Wind as measured by ULYSSES, vy, during this period was 355.2 km sec .

It was assumed that Solar Wind moved with a constant velocity beyond 1 AU
to the location of ULYSSES, for lack of any better information being available.
Travelling at a constant velocity of 7y, it would take Solar Wind 21.0 days to traverse
a distance of 4.37 AU, the average radial distance between WIND and ULYSSES
locations. The Solar Wind sampled by ULYSSES would have therefore crossed
the orbit of WIND 21.0 days earlier. The corresponding epoch for WIND data is
therefore a period 21.0 days earlier than that for ULYSSES, i.e. from 05-10-1997
(Day of year 1997 285.5) to 26-12-1997 (Day of year 1997 368.5). The relative
locations of ULYSSES and WIND for the epochs of interest, projected on the plane of
the heliographic equator, are shown in Figure 6.11. Heliographic Inertial Coordinate
system, which does not rotate along with the Sun, is used to describe the relative
positions of the satellites. Figure 6.12 shows the trajectories of the footpoints of the
two satellites on the solar surface. WIND traverses a latitude range of ~ 9°.3, from
6°.0N to —3°.3S, in this period as compared to that of 4° traversed by ULYSSES.
It is also evident that the mean Heliographic Inertial longitudes of the two satellites
differ by ~ 93°.7. Though the time window in which to compare data between
ULYSSES and WIND have been corrected for the propagation time delay, the effect
of difference in Heliographic Inertial longitudes has not been corrected. As the data
from both the satellites is being averaged for ~ 3 solar rotations, the error incurred
because of the difference in mean Heliographic Inertial longitudes is small. The
mean velocity of the Solar Wind observed by ULYSSES in the epoch of interest, 7,
is 355.2 km sec™!, as compared to 358.6 km sec ! from WIND.

In order to meaningfully comparing oy and Ty, some estimate of error on the
two must be obtained. The rms of the average velocity over the duration of a solar
rotation, is a good estimate of the uncertainty of 7y,. Average Solar Wind velocities
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Figure 6.11: The relative locations of ULYSSES and WIND - The figure
presents a view projected on the plane of the heliographic equator. The positions
of the two satellites, during the epoch of interest, are schematically shown in Helio-
graphic Inertial Coordinate system. The dark bands represent the distance travelled
by the satellites in the duration of the period being considered. The trajectory of
ULYSSES was almost perpendicular to the heliographic equator during this period
as it was crossing over from the Northern hemisphere to the Southern hemisphere
(Figure 6.12). The mean radial distance between ULYSSES and WIND is 4.37AU
and the corresponding travel time, assuming constant velocity flow from 1AU out
to ULYSSES is 21.0days. The mean angular separation between the two satellites
is 93°.7 and it takes the Sun 7.1days to rotate by this angle.
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Figure 6.12: The trajectory of ULYSSES and WIND spacecrafts — The
trajectories of ULYSSES around the epoch of its crossing the heliographic equator
is shown by the solid line. The dotted line represents the trajectory of WIND. The
numbers mentioned alongside the trajectories specify the epoch in units of Day of
the Year with 1 Jan 1997 being day number 1.
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Figure 6.13: Variation in Solar Wind velocity with heliocentric distance —
The data point at the 0.1 AU comes from IPS measurements at 2 and 8 GHz. The
data points between 0.3 and 1.0 AU come from the present analysis and the velocity
measurements from WIND and ULYSSES are marked. The points with errorbars
mark the IPS velocities, normalised to velocity measured by WIND at 1 AU. The
un-normalised values of velocity are shown with boxes. The solid line, schematically,
shows the variation of the velocity of Solar Wind with heliocentric distance.

over durations of a Carrington period were computed for WIND data for a period of
about a year around the epoch of interest (Carrington rotations 1923 to 1934). The
rms of the series of average velocities so obtained, oy, was used as an estimate of
uncertainty in 7y, and was estimated to be 19.1 km sec™!. A similar estimate for
ULYSSES is not possible to obtain because its orbit, unlike that of WIND, is not
confined to the ecliptic plane and moves into higher latitude regions. In absence of
any other estimate of oy, we assume it to be similar to oy

The Solar Wind velocities, as obtained from IPS at high frequencies, our analysis
and from WIND and ULYSSES observations are shown in Figure 6.13, as a function
of heliocentric distance. The data point at the 0.1 AU represents an average value
over a radial distance range of 0.07 to 0.14 AU and comes from IPS measurements at
2 and 8 GHz (Yamauchi et al., 1998). The error bar on the data point is indicative
of the large spread in the measurements. The data points between 0.3 and 1.0 AU
come from the present analysis. The measurements from WIND are plotted at
1.0 AU and those from ULYSSES close to 5 AU. IPS velocities from our analysis



have been normalised to velocity measured by WIND at 1 AU and shown with points
with errorbars. The un-normalised values of velocities have been shown with boxes.
The solid line, schematically, shows the variation of the velocity with heliocentric
distance.

6.8 Conclusions

The analysis presented earlier in this chapter clearly shows a trend for the average
Solar Wind velocity to decrease with heliocentric distance. We have carefully exam-
ined the various possibilities to see if this trend is an artifact of our measurements
and analysis and we find that trend is genuine. The trend can be explained by either
of the following two interpretations

1. The simplest explanation is that the ambient Solar Wind decelerates as it prop-
agates outwards. This is contrary to the expectations from most Solar Wind
models, including the Parker’s model, which predict a rapid acceleration of the
Solar Wind close to the Sun and a slow increase in velocity as it propagates
out further. Schwenn et. al (Schwenn et al., 1981) have have found a trend for
increase in the velocity with radial distance (52 & 11 km sec™" AU™! in the
range 0.3 — 1.0 AU) in their single epoch satellite observations. Earlier IPS
studies have either found no significant trend for velocity to vary with helio-
centric distance, R, (Coles, 1978) or have found a marginal decrease in velocity
with R (Kojima et al., 1998), a trend similar to the one seen in our observa-
tions. The study by Coles was limited by the fact that the rms on the mean
of daily velocity measurements were of the order of 100 km sec™!. It should
be noted that the earlier IPS observations did not have as extensive data as
ours and except in the case of Kojima et. al had restricted themselves to only
a P point analysis. Kojima et. al compared the average latitudinal velocity
profiles in two elongation bins 6° < ¢ < 17° (0.1 < Ry < 0.3) and € > 17°
(Re > 0.3) and found Solar Wind velocity to be lower at larger heliocentric
distances. They concluded that the significance of the trend was “marginal”,
as the errors in the average speeds were quite large. In addition, at the smaller
elongation bin the parts of the l.o.s.s with the largest IPS [.0.s. weight pass
through the regions of strong scattering, where the velocity estimates made
assuming weak scattering approximation could be overestimated.

2. If the intrinsic velocity of the Solar Wind is not decreasing between 0.3 and
1.0 AU, there has to be some other explanation for the decrease in the IPS
velocity which we observe. We have examined the possibility of analysis and
observational biases and are convinced that our observations are not an artifact
of such biases. A possibility which needs to be considered is that IPS is more



sensitive to structures in the Solar Wind that decelerate and hence give results
which are inconsistent with spacecraft measurements. This is not unreasonable
since the IPS velocity measurements are weighted by dn? while the satellite
velocity measurements do not have any such weighting function associated with
them. If the decelerating structures are associated with enhanced turbulence
and hence higher C?, the mean velocities estimated by IPS would also show a
decelerating trend. The two most likely such structures known to be present
in the Solar Wind are :

(a) Co-rotating interaction regions — Co-rotating interaction regions (CIRs)
are formed due to the interaction of the faster plasma, most often from
coronal holes, trying to overtake slower plasma ahead of it (Section 1.6).
As the faster plasma tries to push the slower plasma, it transfers momen-
tum and energy to the slower plasma and itself decelerates. This leads to
development of regions of compression and rarefaction and the longitude
profile of velocity evolves towards a rapid rise and slow decay shape. The
leading edge of the CIRs is expected to have enhanced turbulence levels.
A profusion of these structures would cause the IPS velocities to show a
decelerating trend. While CIRs are expected to be present in the equato-
rial regions close to the solar minima, the WIND observations during this
period, shown in Figure 6.14 do not show strong evidence for presence of
co-rotating structures.

(b) Interplanetary Disturbances — Interplanetary Disturbances (IPDs)
are the interplanetary counterparts of the Coronal Mass Ejections (CMEs).
The CME rate is known to vary from ~ 2 day~" close to the maxima of
the solar activity cycle to about ~ 0.75 day~' near the solar minima

(Howard et al., 1985; St. Cyr et al., 2000) The latitudinal distribution of

central latitude of CMEs also changes with the solar activity cycle, they

occur over a much wider range of latitudes at times of high solar activity
than at times of low activity. The latitudinal distribution always peaks
at the heliographic equator and is roughly symmetric about it (Hund-
hausen, 1993; St. Cyr et al., 2000). The IPDs are known to be associated
with regions of high turbulence and hence high C? (Gothoskar and Rao,

1999).

The IPDs due to CMEs have all the desirable properties to claim that it
is the deceleration of these IPDs which is producing the trend for decel-
eration seen in the IPS velocity estimates. They have high C? associated
with them, so the IPS velocities would be heavily weighted towards their
velocities. St. Cyr et. al (St. Cyr et al., 2000) have studied the sta-
tistical properties of CMEs observed by SOHO-LASCO in the period
January 1996 to June 1998, which includes the epoch of observations for
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Figure 6.14: Solar Wind velocity measured by WIND - The Solar Wind
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the present observations are shown. The X axis is phase of the Carrington rotation
and varies between 0 and 1. The Y axis is velocity of the Solar Wind in km sec™!.
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the present work. They report the CME rate to be about 0.8 day~! dur-
ing our period of observations, so there was a significant number of them
present. Their latitudinal distribution peaked around the heliographic
equator ensures that our data-set would have sampled a large fraction of
them. The reported mean and median speeds lie in the 400-500 km sec™*
speed bin in the 2-32 R region where they are observed to be accelerat-
ing still. On the other hand, the minima of the latitudinal velocity profile
closest to the Sun (0.34 AU or 80 Rg) is ~ 375 km sec™'. Therefore, the
CMEs and IPDs must decelerate as they propagate outwards because of
interaction with the slower ambient Solar Wind.



Chapter 7

Tomographic Reconstruction
Methodology

7.1 Introduction

In the presence of structure in the Solar Wind the simple featureless models are
inadequate to describe the real Solar Wind, as has been discussed in Chapter 3.
Tomography of the Solar Wind in the inner heliosphere, using the remote sensing
technique of IPS, provides a means to reconstruct the 3D structure of the Solar
Wind, under certain assumptions. There is no other technique available which
can provide such detailed information about the inner heliosphere at large scales.
An essential requirement for a well constrained tomographic reconstruction is that
the entire physical extent of the medium be adequately sampled with numerous
different perspectives (Section 3.5). In the case of IPS, the rotation of the Sun
can be exploited to provide different perspectives of the same region in the inner
heliosphere by observing a large number of sources for durations longer the solar
rotation period. Observation of sources over a large range of elongations provides
different samplings of the same physical Solar Wind as it flows radially outwards.
The limitation of being confined to a single vantage point, the Earth, can be partially
compensated for by using a model for the structure of the Solar Wind and by making
some simplifying assumptions. The model reflects the present understanding of
the Solar Wind which has been achieved over the years. The most demanding
assumption required for the tomographic reconstruction is that time evolution of
the Solar Wind be negligible during the period of observations used for tomographic
reconstruction, typically about 27 days or more, as any change in the Solar Wind
renders the data-set inconsistent.

The data-set described in Chapter 4 was used for the tomographic reconstruc-
tion exercise. Our observations were conducted at an epoch close to solar minimum,



where the assumption of little time evolution has the largest probability of being
satisfied. This chapter discusses our implementation of the tomographic reconstruc-
tion process and the results obtained from the simulations and the analysis of data
obtained.

7.2 Methodology

7.2.1 Formulation of the problem

The problem of tomographic inversion of the observed IPS data to obtain 3D struc-
ture of the Solar Wind is not solvable in a mathematical sense. A formal tomographic
inversion requires an appropriate Nyquist sampling of the medium from a large num-
ber of perspectives from different vantage points on time scales much smaller than
those of variation of the Solar Wind. Though, the entire heliosphere is not simul-
taneously accessible to IPS, the rotation of the Sun is made use of to sample the
entire inner heliosphere and therefore it takes at least as long a solar rotation period
to cover the entire inner heliosphere. While IPS can provide numerous perspectives
of the inner heliosphere, the vantage point is always constrained to be the Earth. It
is hence necessary to pose the problem in a manner more amenable to solution.

We have posed the reconstruction problem as a x? minimisation exercise. Like
previous attempts at tomography using IPS data (Jackson et al., 1998; Kojima
et al., 1998; Asai et al., 1998), we also considered using the values of uniform Solar
Wind model fits to the observed power spectra (velocity and C?) as constraints.
Though, in the presence of structure in the Solar Wind, the uniform Solar Wind
models are not an appropriate choice to describe the observed power spectra, the
previous workers had assumed that the uniform Solar Wind model fits represent
some kind of weighted average of the distribution of Solar Wind properties along
the l.o.s.. While we agree with the observed scintillation index (and hence C?) being
a weighted average of the distribution of Solar Wind properties along the [.0.s., we
have some reservations about the validity of this assumption for the velocity arrived
at using uniform Solar Wind models. If one considers a [.0.s. sampling a two stream
feature, a single higher velocity stream superposed on a uniform background, the
power spectra seen by the single station observations will show two Fresnel knees
and the cross-correlation seen by the three station observations will show two peaks.
The choice of the uniform Solar Wind model to describe such a situation would
depend on the details of the uniform Solar Wind model fitting methodology and
the personal biases of the astronomer for the single station case and the scheme
used to compute the lag which is used to estimate the velocity of the Solar Wind
for the three station case. While this procedure does lead to a single velocity to be
associated with the observations, its physical significance is not clear. The fact that



the velocity so estimated will a be weighted sum of the Solar Wind velocity along
the [.0.s., in the IPS sense, cannot be taken for granted. The process of describing
the observations in terms of uniform Solar Wind models tries to represent the entire
shape of the power spectrum or cross-correlation by a single number and therefore
involves a considerable and irreparable loss of information. This process is based on
interpreting the observed data in terms of an inappropriate model and therefore the
conclusions arrived at by such an exercise should be taken with a pinch of salt.

In view of the shortcomings of using the uniform Solar Wind model fits to
the observed power spectra for velocity, we have chosen to use the observed power
spectra themselves as the constraints for the minimisation process. They are the
true observables of IPS and have the desired property of being a weighted sum of
the distribution of Solar Wind properties along the l.0.s.. They, therefore, carry
the entire information of the distribution of the Solar Wind properties integrated
along the [.0.s. as sampled by IPS and do not involve any interpretation of the data.
The IPS modelling formalism, discussed in Chapter 2, also relates the physical
properties of the Solar Wind plasma to the observed power spectra. It should be
pointed out that the choice of using the observed power spectra as the constraints
adds considerably to the complexity of the problem. As compared to using two
numbers as constraints for each observations, we now have a power spectra. Every
iteration of the x? minimisation must now involve computing the power spectra from
the present global Solar Wind model and comparing them with the observed power
spectra, which is computationally a much more challenging task. One of the aims
of this thesis was to study and demonstrate the feasibility of such an exercise.

The distribution of the Solar Wind parameters on a fiducial surface is treated as
the x? degrees of freedom of the model. Only velocity and C? of the Solar Wind are
treated as free parameters, all other parameters of IPS Solar Wind model are held
constant. The axial ratio, AR, is held fixed at 1.0 and « and s; at 3.0 and 3.3 km
respectively. The justification for holding these parameters fixed and for the choice
of these values is provided in Section 2.6.

An attempt is made to arrive at a best fit model for the surface distribution of
Solar Wind parameters consistent with the observed power spectra (the constraints).
The number of constraints being limited, the model of the Solar Wind can have only
a limited number of degrees of freedom. Consequently, the fiducial surface cannot be
continuous and is represented by discreet elemental areas of finite dimensions, pizels.
The size of the pixels, and hence the resolution of the reconstruction, depends on the
number of measurements, their distribution and the stability of the reconstruction
technique. These aspects are discussed later in Section 7.2.3.

The success of this formulation relies on the ability to compute the expected
power spectrum of intensity fluctuations, given the distribution of the Solar Wind



parameters on a fiducial surface. This is achieved in the following steps :

1. The geometry of the observations is used to compute the heliographic co-
ordinates of the elements of each Lo.s. (Section 2.1 and Figure 2.2).

2. The part of the fiducial surface that contributes to the scintillations along a
l.o.s., is determined in a two step process.

(a) First the best fit IPS velocity (obtained by fitting uniform Solar Wind
models to the observed power spectrum) is used to locate the footpoints
of the lo.s. on the fiducial surface by tracing the Archimedean spiral
from the elements of the l.0.s.. The set of pixels which correspond to the
footpoints of the [l.o.s. on the fiducial surface is determined.

(b) Since the velocity at the footpoint pixels can be different from the best fit
IPS velocity, a fine tuning of the mapping needs to be carried out. Using
these pixels as the starting point, a search is conducted in the longitude
space to locate the pixel whose Archimedean spiral intersects the element
of the lo.s..

The assumption that the Solar Wind flows along Archimedean spirals, which
has been used here, amounts to neglecting

(a) the tangential components of the velocity of the Solar Wind in comparison
to the radial component

(b) any evolution of the radial component of the velocity as the Solar Wind
traverses out.

3. The values of velocity and C? at the pixels which contribute to [.0.s. are used to
generate the Solar Wind properties for each of the thin screens along the l.0.s..
The computation of C? distribution along the [.0.s. assumes that dn, o< n.. A
constant radial outflow of the Solar Wind is also assumed, which leads to a
1/R? decrease in ne.

4. Once the distribution of Solar Wind properties along the l.o.s. is known, the
model power spectrum is computed using the formalism presented in Chap-
ter 2.

A quantitative estimate of how closely the model power spectra match the obser-
vations is made by computing the x? of the observed and the model power spectra.
The criterion for an acceptable definition of x? and the definition used in this work
have been presented in Sections 5.2 and 5.3.2 respectively. The x? for the all the
power spectra observed in the relevant period of observation are summed over to



get a global x?, x%, for the goodness of the Solar Wind model. The x% so com-
puted forms the quantity which is minimised. The flow-chart for the process of
tomographic reconstruction is shown in Figure 7.1.

7.2.2 Generating the initial model

An initial guess for the model is required to serve as a starting point of the )2
minimisation process. It is desirable to arrive at a starting point as close as possible
to the final model, since this reduces the likelihood of the minimisation procedure
finding some other local minima and remaining confined there and also reduces the
number of iterations required to converge to the final model.

The initial model, which forms the input for the x? minimisation procedure,
made use of the best fit uniform Solar Wind models fitted to the power spectra
using the automated procedure described in Section 5.3. They represent the best
description of the average Solar Wind in the direction of the [.0.s. in absence of
any detailed information. The footpoints of the [.0.s.s on the fiducial surface were
computed assuming that the best fit IPS velocity is the true velocity of the Solar
Wind along the entire l.0.s.. The pixels through which the footpoints of the elements
of the l.0.s. on the fiducial surface passed were ascertained. Since the power spectrum
observed towards a [.0.s. is a weighted sum of the contributions from the Solar
Wind along it, the best fit IPS velocity was assigned to the pixels at the footpoints
of the l.o.s. on the fiducial surface with a weight proportional to the magnitude
of contribution from the element (pixel) to the observed power spectrum. This
procedure has been described in greater detail in Section 6.3. The footpoints of the
elements of each [.0.s. describe a curve on the fiducial surface . We have considered
the curve to be a band, 5° in width, and attribute the estimated velocity to the
entire band. Further, a threshold value for the [.0.s. weight of 5% was used to limit
the length of the track. All the l.o.s.s in the chosen period were projected on the
fiducial surface and a weighted average of the contributions to each of the pixels was
done to arrive at a velocity distribution on the fiducial surface which was used as
the initial model. The initial model for C? distribution was computed in a similar
manner by taking weighted averages of the contributions to each pixel.

7.2.3 Resolution : Constraints vs x*> degrees of freedom

As has been mentioned earlier, the values of velocity and C? on the fiducial surface
form the degrees of freedom and the observed power spectra the constraints. The
number of degrees of freedom, therefore, is given by :

Nyz, = Nyy X Nog X 2 (7.1)
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Figure 7.1: The flow chart for the tomographic reconstruction process — The
figure shows the block diagram flow chart for our implementation of the tomographic
reconstruction process. The block shown using dashed lines corresponds to the part
which is used to generate the data for simulations. Both the simulated and the
observed data follow exactly the same path through the reconstruction process.



where Ny, and Ny, are the number of pixels along the heliographic longitude and
latitude respectively and Nxé is the number of x? degrees of freedom for the global
Solar Wind model.

The number of constraints, N,,,, are proportional to the number of observed
power spectra and it is necessary that

Ncon 2 NX%; (72)

The number of observations (power spectra) available is typically 700 for each solar
rotation and this imposes an upper limit on Nx%; and hence the resolution of the
reconstruction. The equality in equation 7.2 is the bare minimum requirement for
an unconstrained fit where the number of parameters of the model is equal to the
constraints available (like fitting a straight line to two data points). In order to
achieve a well constrained fit, it is necessary that many constraints be available per
X% degree of freedom, i. e.

Neon > N2, (7.3)

The task of estimating N,,, is complicated by the fact that one also needs to know
how the constraints are distributed and how independent they are. A very large
number of measurements of a few [.0.s.s close to each other constrain the distribution
of properties on only a small part of the fiducial surface and are unlikely to result in
a good global reconstruction. Further, as each of the [.0.s.s samples only a fraction
of the fiducial surface, it constraints the properties of only those parts of the fiducial
surface. This is different from the usual situation of, say, fitting a polynomial to a
given set of data point where each data point constraints all the coefficients of the
polynomial equally. It should be noted that each of the power spectra constraints
both velocity and C? independently.

We will model ~ 30° wide region of the equatorial belt. In order to achieve equal
resolution along heliographic longitude and latitude, the number of pixels along the
longitude and latitude axis are related as follows :

360°  30°
Nge B N,

(7.4)

As the latitudes of interest are close to the equator, the decrease in the actual
physical distance with latitude has been ignored.

We estimate the size of the pixels or equivalently the number of free parameters
of the model using the following heuristic argument. Under the P-point assumption,
each [.0.s. maps back to essentially a single pixel. In this assumption we can compare
the number of x? degrees of freedom, x%, with the number of constraints available
and compute the pixel dimensions which allow there to be a reasonable number of
constraints per degree of freedom, N¢ as follows :

2 Neon = Nz x Ne (7.5)



The 2 on the LHS in the above equation is present because each power spectrum
constraints velocity and C? independently. Using equation 7.1 we can write :

Neon = Ny, X N, x N¢
N2
Neow = 1¢2® x N¢ (7.6)

We have assumed all observations to be independent and their distribution to be
uniform. About 650 — 800 observations are available for the Carrington rotations
1922 - 1924, while Carrington rotation has only 536 observations available. Choosing
N¢ to be ~ 12, one arrives at a Ny, of 26 and a Ny, of 2. This leads to pixel of
size of 13°.8 x 15° (longitude x latitude). From the discussion in Section 6.3 it is
evident that the Solar Wind has a well defined latitudinal structure which varies
considerably in the equatorial region. In order to reduce the averaging due to the
latitudinal structure of the Solar Wind, we have chosen to use higher resolution
along 6 at the cost of coarser resolution along ¢, keeping N,z constant. We use
a Ny, of 18 and a Ny, of 3, which leads to a pixel of size of 20° x 11°.

7.2.4 The x?> minimisation algorithm

There is no unique x? minimisation algorithm which provides a satisfactory solution
for all problems. The algorithm needs to be chosen to suit the problem at hand.
Most x? minimisation algorithms make some assumptions about the behaviour of
the function being minimised and the x? hypersurface in the parameter phase space.
The success of an algorithm in a given situation depends on how well met are the
assumptions on which it depends. The algorithms which make the least amount
of assumptions tend to be more robust but also the slowest. The x? minimisa-
tion algorithms which use the gradients of the function being minimised to guide
the search tend to be efficient for problems which deal with smooth x? landscapes
with a well defined minimum. These methods are most suitable when the function
being minimised is expressible in a conveniently differentiable analytic form. The
blind search algorithms also work in such cases but have a slower convergence. If
an analytic form is not available, one is forced to resort to numeric differentiation
which is computationally expensive as it involves many function evaluations. If the
number of y? degrees of freedom are large, this becomes prohibitingly expensive
as the gradients along each of the degrees of freedom in the multidimensional pa-
rameter phase space need to be computed. The alternative is to use unguided x?
minimisation algorithms, which do not require computation of the gradients but do
require many function evaluations. In the presence of many local minima in the
x? landscape, simulated annealing methods are useful. These methods periodically
add a controlled amount of noise to the current choice of the model parameters and
therefore can push the minimisation process out of the shallow local minimas in



which it might get stuck otherwise. We have chosen to use unguided algorithms as
the function to be minimised cannot be expressed in a convenient analytic form.

A few different algorithms were tried for x? minimisation. The non linear, un-
bounded x? minimisation algorithm, the Downhill simplex method , due to Nelder
and Mead (Nelder and Mead, 1965) was found to be quite suitable for the task. As
mentioned in Section 5.3.3, this algorithm makes no special assumptions about the
function being minimised and can readily be implemented for a multidimensional
case. A set of (N + 1) noncoplanar points define a simplex in a N dimensional
space. This method requires an initial simplex in the parameter phase space as
a starting point and by reflecting, expanding and contracting the vertices of the
simplex tries to reach the bottom of the valley in the x? hypersurface. The main
disadvantage of using the simplex method is that being an unguided search, it is
not efficient in terms of the number of function evaluations required. As the present
exercise involves a large number of x? degrees of freedom (Nxé > 100), the number of
function evaluations are often exceed 3000 for a run of the y? minimisation process.

7.3 Coverage of the solar surface

In order to minimise the inconsistencies within the data-set, caused by time evolution
of the Solar Wind, the data-set was divided into the smallest possible intervals which
gave a complete coverage of the solar surface (Carrington rotation period). Only the
data within a Carrington rotation was used to constraint the reconstruction. The
observations overlaps with Carrington rotation numbers 1921 to 1925. The coverage
of the solar surface achieved by the observations for the four best sampled Carrington
rotations, 1922 — 1925, is shown in the Figures 7.2 and 7.3. These figures show
the geometric footpoints of l.0.s.s corresponding to the actual observations. As
is evident from these figures, the equatorial belt of the solar surface is sampled
very densely by the observations. The data-set satisfies the requirements for a
well constrained tomographic reconstruction of having many /.0.s.s sample the same
region. The coverage of higher and lower latitude regions is much less dense. As
the primary aim of this exercise is to reconstruct the structure of the Solar Wind in
the equatorial belt of the Sun, only those [.0.s.s whose ‘footpoints’ do not stray out
of this region were used. The coverage of equatorial belt achieved by the data-set
is slightly assymetric. The region best sampled by the observations is the region
from +13° to —20°, therefore, we chose this region for our attempt at tomographic
reconstruction.
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Figure 7.2: Solar surface Coverage for Carrington rotations 1922 and 1923 —
The geometric footpoints of [.0.s.s corresponding to actual observations for Carring-
ton rotation numbers 1922 and 1923 are shown. The X axis is Carrington longitude
in degrees and the Y axis heliographic latitude. The [.0.s.s extending out to 2 AU
from the Earth have been shown.
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Figure 7.3: Solar surface coverage for Carrington rotations 1924 and 1925 —
The figure shows the geometric footpoints of [.0.s.s corresponding to actual obser-
vations for Carrington rotation numbers 1924 and 1925. The plot is in the same
format as figure 7.2.



7.4 Software Issues

The software required for this project was of significant complexity and volume. For
such software projects, there are considerable advantages in adopting a modular ap-
proach. The Object Oriented philosophy was used as a guiding principal in the design
of the software. The entire problem was broken down into large logically indepen-
dent blocks. These blocks were further broken down into functionally independent
smaller tasks. Most of these tasks were performed by user-callable library functions.
It was attempted to build the software tasks as layers of function calls. The lowest
layers of the functions handle most of the nitty-gritty of actual data processing and
implement a general purpose solution for the task making as few assumptions about
the data-set as possible. The higher layers provided operationally useful function-
ality by stringing together a set of the lower level functions and defining the details
of the particular task to be performed. This approach makes complex software
projects tractable by hiding most of the complexity behind function calls, allowing
the software developer to focus on the comparatively small task at hand without
being distracted by the rest of the paraphernalia. The individual functions were
tested and debugged independently before integration with the software libraries.
This approach allows the debugging of complex software to be more efficient and
provides a framework for a robust software. It was ensured that a given computing
task is always performed by the same piece of code. This makes it easier to maintain
consistency and reduces the debug time. Several good programming practices like
minimum use of global variables, meaningful variable names, error detection and
warning messages, etc. were adhered to. As the task of tomographic reconstruction
is computationally intensive, care was taken to optimise the software for speed and
memory requirements. A fair fraction of the software developed is in form of user
callable libraries which have comparatively general purpose functions.

This software was developed, debugged and integrated single handedly by the au-
thor. It was developed in the ANSI C programming language on UNIX and GNU/LINUX
platforms. The entire code written, including the libraries, software written to test
the individual functions and the final application layer, totals up to ~ 30,000 lines
of code. The software effort has relied heavily on the availability free software .

7.5 Simulations

A large number of test data-set were subjected to analysis by the software developed.
The term test data-sets refers to data-sets for which the results of the analysis are
known a priori either quantitatively or at least qualitatively.

1Refer to http://gnu.org for a precise definition of free software



7.5.1 Aim of the simulations
These simulations were done with the following two fold aims :

1. Validating the software — The software required for the exercise of tomo-
graphic inversion using IPS data is of respectable complexity and considerable
volume. It is inevitable that it pass through extended debugging stages, where
one attempts to locate and excise all the programming errors, both logical and
syntactical. In order to debug the software, the programming errors need to
be recognised, located, their cause understood and removed. While correct-
ing syntactical errors is easy as the software does not compile till they are all
removed, logical errors are much more difficult to correct since they are often
difficult to recognise. Simulations using test data-sets provide an effective way
of recognising the presence of such errors.

2. Assessing the effectiveness of the procedure — It is important to assess
the capabilities and limitations of the x? minimisation procedure in converging
towards the true distribution of the Solar Wind properties. It needs to be es-
tablished that the analysis procedure is capable of reconstructing the structure
of the Solar Wind from the IPS data which satisfies the required assumptions.
The stability of the results in presence of noise in the data should also be in-
vestigated. Simulations can also be used to estimate the effects of departures
from the assumptions made.

Analysis of test data-sets using the software developed and the comparison of the
outcome with the known results can be used to achieve both the aims mentioned
above.

7.5.2 Methodology

For the purpose of simulations, a 2D distribution of the velocity and the C? with the
desired features was generated on a fiducial surface. As this fiducial surface has no
constraints which limit its resolution, it was constructed at a much finer resolution
of 1° x 1° as compared to that used for the tomographic reconstruction. We refer
to this distribution as the true global Solar Wind model and assume it to be time
invariant. The distribution of the Solar Wind properties along each of the l.0.s.s was
computed from the true global Solar Wind model assuming a constant and purely
radial Solar Wind velocity. A 1/R* fall in C? was assumed (C? o dn? o n?
(1/R*)?). The obtained distribution of the Solar Wind properties along the [.0.s.s
was used to compute the theoretical power spectra for the l.o.s.s. The generation
of the power spectra exploits the generality of the software formalism which treats
individual thin screens independently, allowing for an arbitrary distribution of Solar



Wind parameters along a Lo.s. (Section 5.3.7). The geometry parameters of actual
observations were used to specify the [.0.s.s used and only the observations made in
the period of a Carrington rotation were used in any given simulation (Section 7.3).

The test data-sets thus generated satisfy all the assumptions made by the recon-
struction process, which have been discussed in Section 3.7 and samples the inner
heliosphere in exactly the same manner as the observations. The simulations were
done using theoretically generated noise-free power spectra and also with power
spectra to which an appropriate amount of noise had been added using equation 4.9
in Section 4.5.4, to reflect the statistical uncertainty in the measurement of the
power spectrum.

The analysis procedure described in Section 7.2.1 was followed to attempt to-
mographic reconstruction from the simulated data. Uniform Solar Wind models
were used to estimate the best fit velocity and C? for the generated power spectra
using the the automated procedure described in Section 5.3. These best fit IPS
velocities and C? for individual [.0.s.s were used to arrive at a global initial guess
for the tomographic reconstruction procedure as discussed in Section 7.2.2. The x?
minimisation procedure was started using the initial guess as the starting point and
was allowed to continue till it converged to a reconstruction.

The Downbhill simplex x? minimisation algorithm (Section 7.2.4) which we have
chosen proceeds by reducing the step sizes by which it varies the parameters of
the model as it approaches the minima, in an attempt to reduce the volume the
parameter phase space which encloses the minima towards which it is converging.
This leads to a increasingly shallow decrease in x% as the minimisation progresses.
It is necessary to decide a criterion to terminate the minimisation process in or-
der to finish it in a reasonable amount of time. We used a Silicon Graphics Origin
200 machine for our simulations and each iteration of the global x? minimisation
procedure took close to 30 sec. As each of the simulations ran for a few thousand
iterations, the computing time requirements for each of the simulations are of a few
tens of hours. As the x% decrease tapers off the number of iterations required for
significant gains in reconstruction quality become very large, we therefore terminate
the minimisation process at a stage when further iterations lead to little gains. We
have chosen to terminate the minimisation process when the fractional decrease in
X% over a cycle drops below 1%.

The simulated data followed exactly the same path through exactly the same
software as the real observed data. The only difference is that the correction for the
contribution to the IPS velocity due to Earth’s motion along it’s orbit (Section 5.3.6)
is not required for simulated data. The simulations, therefore, test out the entire
data path through the software and provide a quantitative means of estimating the
performance of the reconstruction procedure.



7.6 Results of simulations

A variety of Solar Wind models were used for simulations, ranging from an artificial
featureless model to more realistic models with large scale velocity and C? features.
All simulations discussed in this section use the geometry parameters of the actual
observations conducted during the Carrington rotation number 1923 to sample the
heliosphere. Tomographic reconstruction is applied only to an equatorial belt ex-
tending from 13° to —20°. As discussed in Section 7.2.3, a pixel size of 20° x 11°
(longitudexlatitude) has been used. The equatorial region of interest therefore has
18 pixels along longitude and 3 along latitude. Thus, the global Solar Wind model
has 18 x 3 = 54 degrees of freedom each for velocity and C?. The total number
of observations whose [.0.s.s remain confined in the equatorial region are 739, each
constraining velocity and C? independently. The results for featureless Solar Wind
models and for Solar Wind models with structure are presented separately.

7.6.1 Featureless Solar Wind models

Featureless models were used to test if the basic machinery of the x? minimisation
procedure was in order. As the uniform Solar Wind models used to estimate the IPS
velocities and C? for the individual power spectra provide an adequate description
for a featureless true global Solar Wind model, the initial guess generated from the
best fit IPS velocity and C? estimated for individual lo.s.s is expected to be very
close to the true distribution. These featureless models were used to look for any
systematics in the final Solar Wind model arrived at, which could be an artifact of the
analysis procedure or the sampling of the inner heliosphere. These simulations were
also used to check for the presence of instabilities in the x? minimisation procedure,
in the sense of oscillations developing on subjecting a smooth model to tomographic
reconstruction.

The simulations were carried out according to the procedure described in Sec-
tion 7.5.2. The results of the simulations are presented in Table 7.1. The results are
presented in form of the ratio of the average velocity arrived at by the minimisation
procedure, 7,7, to the true value of the velocity, vp. The proximity of this ratio to
unity is a measure of how well the minimisation procedure is able to reproduce the
true value. The rms of vy, was computed over the fiducial surface and its ratio to
vp is also presented. As the true model is a constant all over the fiducial surface,
the rms of vy, oy,,, represents the fluctuations in the global Solar Wind model and
is a measure of uncertainty in the value of the vy,. A small value of 0,,, /vp implies
that the tomographic reconstruction has yielded satisfactory results. Results are
presented in a similar manner for C? as well.

The results shown in Table 7.1 validate the software developed for the global 2



Table 7.1: Results of global Solar Wind model y? minimisation simula-
tions : Featureless models — The first column specifies if the simulations had
noise added to them, the second column gives the ratio of the mean best fit velocity
to the true velocity used and the third column gives the ratio of rms of the best fit
velocities to the true velocity in percentage. Columns four and five present the same
information for C? as columns two and three for velocity. The last column gives the
number of iterations for the y? minimisation procedure to converge.

Noise | Tar/vp | 0vy, /vp % | Cp 2/Cr p | 0c2 /Cq p % | No. of

Added Iterations
No 0.9998 0.08 1.0002 0.06 683
Yes 1.0026 0.34 1.0012 0.78 55

minimisation procedure and demonstrate that the procedure works remarkably well
for the featureless Solar Wind model. For the noise-free simulations, the mean values
of the results of the minimisation procedure differ from the true values by ~ 0.02%
for both velocity and C? and the uncertainties in the values of the velocity and C?
are ~ 0.08% and 0.06%, respectively. On adding an appropriate amount of noise to
the power spectra, to reflect the statistical uncertainty in their measurement, the
mean values of velocity and C? differ by less than 0.3% from the true value. While
the uncertainty in the value of the velocity increases to 0.34% that for C2 to 0.78%.
The small percentage of uncertainty in the values of fit parameters indicates that
the uncertainty in the final model is not dominated by the noise on the data. While
the noise-free simulation required 683 iterations to reach the termination criterion,
the simulation with noise took 55 iterations.

The x? for the global Solar Wind model, x%, corresponding to the initial guess
for the simulations without noise and with noise were 0.284 and 95.23 respectively.
The final value of x% for these two cases arrived at by the tomographic minimisation
procedure were 0.281 and 95.07. As the initial model hardly differs from the true
global model, one does not expect a further significant decrease in x%. It should be
noted that x% with and without the addition of noise differ by ~ 100. This provides
a useful estimate of the contribution of the measurement uncertainty in the power
spectra to x%.

We define a x%y as x% normalised to the number of observations used to con-

strain the reconstruction :
2

2 Xa
XGN = N... (7.7)




X%y for the noise-free and noise added simulations were 4 x 10™* and 0.13, respec-
tively. For comparison, the average y? obtained from fitting uniform Solar Wind
models to the individual power spectra, x%, were 9 x 10~* and 0.07 for the noise-free
and the noise added cases, respectively. While x%, is about a factor of two smaller
than the average x% for the noise free case, the reverse is true for the noise added
case. Such small values of x%y and x# imply that the fits are good and there is
not much to choose between the fits on the basis of the y? values, it is, however,
instructive to understand the differences in the final x2.

In the case of noise-free data, the only source of uncertainty on the fit parameters
for individual spectra is the uncertainty in the best model fit values due to the
termination the x? minimisation process beyond some threshold when determining
the best fit uniform Solar Wind models. As the initial guess is made by projecting
all the lo.s.s observed in a Carrington rotation on the fiducial surface and taking
a weighted mean of contributions from different /.0.s.s, many uniform Solar Wind
model fits get averaged over to produce the initial model. If this uncertainty is a zero
mean gaussian random variate, the averaging involved in the process of making the
initial guess shall reduce the fluctuations due to it and lead to smaller values of x% -
On the other hand, the dominant cause of uncertainty in the case of noise added
power spectra is the measurement uncertainty in them. As each of the spectra are
individually fitted to arrive at the best fit uniform Solar Wind models for them, the
best fits are influenced by the particular realisation of noise on the spectra. One can
visualises the spectrum to be a sum of two separate parts, the true spectrum and
the noise because of measurement uncertainty. The individual fits to the spectra
fit to the sum of both in the noise added case and therefore try to fit the noise as
well. The individual fitting to the spectra allows for much greater freedom to fit the
measurement uncertainty as compared to the global Solar Wind model, resulting in
X%y to be larger than x?% for noise added data.

In addition, we have imposed a termination criterion to stop the y% minimi-
sation process when further iterations lead to diminishing returns (Section 7.5.2).
This has been done because of limitations of computing power and time and does
not reflect the inability of the minimisation process to achieve the desired minimum
value of x%. It is theoretically possible for the x% to be exactly 0.0 for the noise-free
simulation. As the xZ% hypersurface in the parameter phase space is smooth, in
absence of noise, and is expected to have a unique minima, we expect to asymptoti-
cally approach a value of 0.0 for x% if we allow the minimisation process to proceed.
For the simulation which incorporates the presence of noise, it is theoretically not
possible to achieve a value of 0.0 for x%. The imperfections of the tomographic re-
construction and the imposed termination criterion for the x% minimisation process
also contribute to yielding a larger value of x%, as compared to the average x%.

No large scale systematic features, which could imply presence of artifacts, due



to either the analysis procedure or the sampling of the heliosphere or both, were seen
in the final Solar Wind model. The final reconstruction resembles the true global
model very well and no tendency for a smooth model to ‘break-up’ into oscillations
manifests itself. Thus the global x? minimisation works satisfactorily for the cases
of featureless global Solar Wind models.

7.6.2 Solar Wind models with features

The ability of the global x? minimisation procedure to recover the structure of the
Solar Wind sampled by IPS observations was studied by using global Solar Wind
models with large scale features. We tried to estimate the strength of the weakest
feature which the simulations could detect and also tried to estimate the effective
resolution which the reconstruction could provide. Another important issue is the
effect of the resolution of the reconstruction on x%. The real Solar Wind has a
continuous distribution while the reconstruction process deals with a discreet fiducial
surface which has a finite grid size, or equivalently, a finite resolution. As a discreet
distribution can represent a continuous one only in an approximate manner, there
is a need to estimate the errors incurred due to quantisation. While the variations
on spatial scales smaller than the grid size cannot be represented on the fiducial
surface, variations on spatial scale much larger than the grid size are not effected by
the coarseness of the resolution. If the scale size of the features is similar to the grid
size, the lack of resolution has a significant effect. A coarsening of the resolution (or
increase in grid size) beyond the scale sizes of features in the Solar Wind leads to
an increase in x% because the variations in the true model get averaged over on the
fiducial surface. The x% can thus be thought of as having contributions from two
independent sources, the measurement uncertainty on the power spectra, X% noise,
and the resolution of the reconstruction, X% gresomution @Part from the contributions
due to imperfections in the tomographic reconstruction.

2 _ .2 2 2
XG = XG Noise + XG Resolution + XGc Tomography (78)

Several Solar Wind models with varying feature strengths and separations were
used to study these issues. One of the simulations, using a Solar Wind model with
a single strong feature on the fiducial surface, is discussed in considerable detail and
the results obtained from the others are presented briefly.

Simulations with a single feature

To estimate the effectiveness of the reconstruction procedure in locating the peak
and the width of the features on the fiducial surface, a simple Solar Wind model
with a single strong feature was used. A gaussian feature of half width 30° along



longitude was placed at a longitude of 150° and the model was held constant along
latitude. The feature had a velocity peak of 600 km sec™' and a C? peak of 2 x 10'?
above the background and was superposed on a uniform velocity and C? background
of 400 km sec™! and 10'3, respectively. This global Solar Wind model is referred to
as model D in the text.

In order to estimate the magnitude of X% gesomsion 10T this model, the true global
Solar Wind model was smoothed to the resolution provided by the reconstruction
(20° x 11°). This coarse resolution global Solar Wind model was used to compute
the power spectra along the various l.o.s.s as detailed in Section 7.5.2. x? was
computed between the power spectra so obtained and the spectra computed using
the original high resolution true global Solar Wind model. The sum of this x? over
all the 739 power spectra in the Carrington rotation of interest is X% pesorution a0d
was computed to be 186. X% y.ise Was estimated to be ~ 100 in Section 7.6.1. Thus
the minimum value of x% which the tomographic reconstruction can be expected to
achieve for case of noise-free simulations is ~ 190 (X% gesomtion) a0d that for noise
added case is ~ 290 (X& Resotution T X& Noise)-

The simulations were carried out according to the procedure laid out in Sec-
tion 7.5.2. The first step in the reconstruction process is to estimate the best fit
uniform Solar Wind model parameters for the power spectra which are used later
to compute the initial guess for the global x? minimisation procedure. The best fit
uniform Solar Wind model velocities obtained for the power spectra are shown in
Figure 7.4 as a function of the x? of the fit. Note that the Y axis is in log scale. In
order to show more clearly the distribution of points in Figure 7.4, the histograms
of velocity and x? distribution are shown in Figure 7.5. It should be pointed out
that while only the observations made during the Carrington rotation number 1923
were used to constrain the tomographic reconstruction, Figures 7.4 and 7.5 show the
entire data-set. As the feature in the Solar Wind model is confined to a small part
of the fiducial surface, most of the l.0.s.s sample a featureless Solar Wind, which
is fitted very well by the featureless Solar Wind IPS models. The large cluster of
points close to a velocity of 400 km sec™! with low values of x? corresponds to such
l.o.s.s. The same data points form the large population in the velocity histogram
around 400.0 km sec! and the lowest x? bin in the x? histogram. The lo.s.s
which sample the feature have power spectra which deviate from the featureless
Solar Wind spectra and the fits to them, therefore, have larger x? values. As the
uniform Solar Wind model is not an appropriate model for such power spectra, the
interpretation of the best fit velocities estimated for such spectra is not clear, as has
been discussed in Section 7.2.1. Though it is not appropriate to associate a single
velocity with such spectra, because of the variations in properties of the Solar Wind
along the l.o.s., most of the IPS studies in the past have assumed that the best fit
IPS velocity represents some kind of weighted average of the Solar Wind parameters
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Figure 7.4: Velocity vs x%: Solar Wind model D — The X axis shows the best
fit uniform Solar Wind model velocity for the simulated power spectra and the Y
axis the x? for the model fit. The Y axis is plotted in log scale. The large cluster
of points close to 400 km sec™! on the X axis with low values of x? come from the
l.0.s.s which sample only the featureless part of the Solar Wind model D and are
hence fitted well with uniform Solar Wind models. The points at velocities ranging
from ~ 375-1100 km sec™! with larger values for x? come from [.0.s.s which sample
the feature as well.
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at x2 values close to 0.0 come from the I.0.s.s which sample only the featureless part
of the model D.



along the [.o.s.. We find that the best fit velocities for these power spectra range
between ~ 375.0-1100.0 km sec™!, depending upon the relative contributions of the
background and the gaussian feature. While in most cases the velocity for the best
fit uniform Solar Wind model does lie in the right range for it to be a weighted mean,
the weighting function which has been used to arrive at it is by no means clear. The

L is due to

slight decrease in the values of x? close to velocities of 1000.0 km sec™
the fact the P-points of these [.0.s.s sample the peak the the gaussian feature, these
l.o.s. are, hence, so dominated by the it that the deviations from featureless model
become small in comparison. The population of power spectra which are fitted with
velocities ranging from 375-1100 km sec ! form the long tail of the x? histogram

shown in Figure 7.5.

The results of the reconstruction procedure for velocity and C?2, for the Solar
Wind model just described, are shown in Figures 7.6 and 7.7, respectively. Each
of the three panels in Figure 7.6 shows the true global Solar Wind velocity model
which was used to generate the power spectra (dotted line), the initial guess which
was computed using the generated power spectra (dashed line) and the reconstruc-
tion which the x% minimisation process arrived at (solid line). The top panel shows
the reconstruction for the latitude bin 13° — 2°, the middle panel for the bin 2°
— —9° and the bottom panel for the bin —9° — —20°. Figure 7.7 shows the re-
sults of the reconstruction procedure for C? in the same format as Figure 7.6. To
provide favourable circumstances for the reconstruction process to converge, these
simulations used noise-free data.

The figures show that the reconstruction is able to recover the shape of the initial
model to a very satisfactory level for velocity while the match between the original
model and the reconstruction for C? is not as good. A longitudinal offset between
the true model and the velocity reconstruction is seen in the middle and the bottom
latitude bins. The magnitude of this shift is about half a longitude pixel width
and is a manifestation of the limited resolution of the reconstruction. The poorer
reconstruction for C? global model as compared to that for velocity model suggests
that the x% is more sensitive to deviations in the velocity model as compared to
those in the C2 models.

It should also be noticed that the reconstruction matches the true model most
closely for the middle latitude bin and the match is comparatively poorer for the
top and the bottom latitude bins. This is a consequence of differences in the density
of sampling of the fiducial surface achieved by the observations. From Table 7.2
it is evident that while the number of l.0.s.s which pass through a given pixel in
the middle latitude bin lie in the range 120-150, those which pass through the top
latitude bin vary between 60-90 for the bottom bin they lie in the range 40-55.
Therefore, the top and the bottom bins are comparatively poorly constrained and
this explains the poorer match of the reconstruction with the true model.
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Figure 7.6: Velocity reconstruction for model D (noisefree data) — The X
axis for each of the panels is Carrington longitude and the Y axis the velocity.
The first panel shows the velocity reconstruction for the top latitude bin (13° to
2°), the second panel for the middle latitude bin (2° to —9°) and the third one

for the bottom latitude bin (—9° to —20°).

The true global Solar Wind model is

shown by the dotted lines, the initial guess by the dashed lines and the tomographic
reconstruction by the solid line.
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Table 7.2: Distribution of constraints : Model D — The table lists the number
of l.o.s.s crossing each of the pixels on the fiducial surface. It should be noted that
the middle latitude bin is sampled most densely and the bottom one most poorly.

Longitude pixel no.
and mid point value

Latitude pixel no. 1 2 3 4 ) 6 7 8 9

and range 10° | 30° | 50° | 70° | 90° | 110° | 130° | 150° | 170°
1 13° - 2° 84 79 81 72 7 7 76 75 74
2 2° — —9° 149 | 154 | 149 | 133 | 127 | 132 | 130 | 150 | 150

3] —9°--=20° 39 38 35 32 47 95 o6 46 46

10 11 12 13 14 15 16 17 18
190° | 210° | 230° | 250° | 270° | 290° | 310° | 330° | 350°
1 13° - 2° 63 62 62 63 67 7 92 96 89
2° - =9° 123 | 119 | 118 | 137 | 141 | 140 | 147 | 146 | 144
3] =9 --20° 45 49 92 48 40 43 47 49 44

[\V]

Figure 7.8 shows the decrease in x% as the global minimisation proceeds. The
first 110 ((Ng, X Ny, + 1) x 2) points in the plot show the xZ for the vertices of
the simplex used for the reconstruction process. The decrease in the x% by about
80.7% (from 1232.6 to 238.3) implies that the reconstructed model is a much better
description of the data-set as compared to the initial model. As has been discussed
in the beginning of this section, even for a perfect reconstruction, the errors due
to coarseness of the fiducial surface impose a lower limit on the achievable value
of x% and the expected value of this limit has been indicated on the plot. The
success of the tomographic reconstruction lies in achieving a value of x% as close
to this limit as possible. The x2 minimisation process did not hit the termination
criterion in ~ 2,500 iteration (corresponding to ~ lday of computer run time) and
was terminated by hand due to limitations of computing time and resources. While
the simulation had not reached the minimum achievable value of x% by then, the
trend for a decrease in x% was still continuing. Judging by the difference of ~ 50
between the x% achieved by the reconstruction and the minimum achievable value
and the continuing trend for % to decrease one expects that had the reconstruction
process been allowed to continue for a few more days, it would ultimately reach
significantly closer to the minimum achievable value. The residual difference between
the minimum achievable value of x% and the value achieved is a measure of the errors
or uncertainties associated with reconstruction process and the lowest x% achieved
by our reconstruction can be treated as a gross upper limit for these uncertainties.
The minimisation process arrives at the best values of the degrees of freedom to
which x% is more sensitive earlier on in the minimisation process. As Y% seems
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more sensitive to velocity than to C?, a satisfactory velocity reconstruction had
been achieved by the time the minimisation was terminated. The quality of C?
reconstruction could have been improved by allowing the minimisation process to
continue. Thus, given enough computing resources and time, we believe, that the y%
minimisation process would have converged to the proper global Solar Wind model.

The performance of the reconstruction process was studied in considerable detail.
To study how well the power spectra from the tomographically reconstructed global
Solar Wind models agree with the input model spectra, the x? between the spectra
obtained from the reconstruction and the true model was compared with the x?
between the individual spectra of the true model and the spectra obtained from
the true model smoothed to the reconstruction resolution, which suffers the same
increase in x? due to lack of resolution. This comparison is shown in Figure 7.9 with
both the X and the Y axes plotted in log scales and the X =Y line is indicated.
The points on X axis represent the expected values of x? at the resolution of the
reconstruction. If the imperfections in the reconstruction process are not large, the
values of y? obtained for individual spectra from the tomographic reconstruction
(Y axis) should be close to the values on the X axis. The clustering of points close
to the X =Y line points to the fact that the individual power spectra have been
fitted reasonably well. It should be pointed out that the data points on the Y
axis which go down to very low values of x? (~ 107°) arise from the power spectra
which sample only the featureless part of the fiducial surface and hence a decrease
in resolution of the reconstruction has no effect on them at all. On the other hand,
the reconstruction, being imperfect, has small departures from the true global Solar
Wind model because of which even the featureless part of the reconstructed fiducial
surface, has some small variations in velocity and C? values and hence the lo.s.s
which sample it have a larger x? associated with them. Therefore, there are only a
few power spectra the y? for which is lower than ~ 0.01 on the X axis. Thus the
global Solar Wind model which has been arrived at by the reconstruction procedure
compares well with the true global model smoothed to the same resolution as the
reconstruction.

We have verified that the spectra from from the tomographic reconstruction were
considerably better than the uniform Solar Wind models in describing the model
power spectra. The x%, for the global Solar Wind model was computed to be 0.32
and is about 40% smaller than the average value of x% of 0.49. A detailed compar-
ison of the x? for the individual power spectra is presented in figure 7.10. The X
axis shows the x? computed between the power spectra obtained from tomographic
reconstruction and the true model and the Y axis shows the x? computed between
the uniform Solar Wind models fits and the true model. Both the X and the Y axes
are plotted in log scales and the X = Y line is indicated. As in Figure 7.9, there
are points on the Y axis which go down to very low values of x? (~ 107°), which
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Figure 7.9: Assessing the quality of the tomographic reconstruction - The X
axis shows the x2 for individual power spectra computed between the power spectra
obtained from tomographic reconstruction and the original spectra computed from
the true global Solar Wind model. The Y axis shows the x? for individual power
spectra computed between the power spectra obtained from the true global Solar
Wind model smoothed to same resolution as the reconstruction and the true global
Solar Wind model. The X =Y line is marked and both X and Y axes are plotted
on log scale. The clustering of points close to the X = Y line at high x? indicates
that the tomographic reconstruction process is not far off from the best it could be

expected to do.



10

0.1 f

Chisq (Uniform SW models - Original)

0.01
b3
Do
0.001 < g
+ i + +
+ +Fﬁ+ﬁ%%ﬁiiﬂ Ty o
+ ;‘f ?ﬁ qtﬁiﬁ“%% {}%ﬂ |
; ! -
0.0001 -~ L L L ++#L if+$+.fﬁ %H‘H». ‘r‘j:%j:ﬁtﬁ‘t jF.+ M| " "
0.0001 0.001 0.01 0.1 1 10

Chisq (Tomography - Original)

Figure 7.10: Comparison of x? from tomographic reconstruction and uni-
form Solar Wind models — The X axis shows the x? for individual power spectra
computed between the power spectra obtained from tomographic reconstruction and
the original spectra computed from the true global Solar Wind model, as in Fig-
ure 7.9 and the Y axis shows the x? obtained for the best fit uniform Solar Wind
models estimated for the power spectra. Both X and Y axes are plotted on log
scale and the X =Y line is marked. The fact that most of the points in the dense
cluster of points at large values of x? lie above the X = Y line implies that the
spectra generated from the tomographically reconstructed global Solar Wind model
offer a better description of the data as compared to the best fit uniform Solar Wind
models for the power spectra.



sample only the featureless part of the fiducial surface and are therefore adequately
described by uniform Solar Wind models. The imperfection in the tomographic re-
construction cause these spectra to have larger values of x? along the X axis. It
should be noted that in the cluster of points at high y? values, most of the points
lie above the X = Y line (i.e. in the ¥ > X regime). Thus the power spectra
generated from the tomographic reconstruction provide a significantly better rep-
resentation for the [.0.s.s which sample the feature on the fiducial surface. This is
not surprising since there are [.0.s.s which have disturbed spectra which cannot be
fitted with by the uniform Solar Wind models but are being addressed to by the
tomographic reconstruction.

Fitting uniform Solar Wind models to individual power spectra can be thought
of using one degree of freedom for velocity and C? per spectrum and these fits are
not consistent with a global distribution of the Solar Wind properties. On the other
hand, tomographic reconstruction relies upon a global model for the Solar Wind
properties and therefore has only as many degrees of freedom for velocity and C? as
the number of resolution elements on the fiducial surface. For the simulation under
discussion, the uniform Solar Wind models had 739 degrees of freedom for velocity
and C? each while the global x% minimisation approach had only 54 (18 x 3). It is
worth highlighting that in spite of using about an order of magnitude fewer degrees
of freedom, the global x? minimisation approach is able to give a better description
of the observed power spectra.

In order to test the quality of the reconstruction in the presence of noise, the
simulation using the same model (model D) as described earlier was done with an
appropriate amount of noise added to the power spectra, reflecting the measurement,
uncertainty in them. The velocity and C? reconstruction for this simulation are
shown in Figures 7.11 and 7.12, respectively. The figures show that the quality of
the reconstruction has not worsened in any significant manner due to inclusion of the
effects of measurement uncertainty on the power spectra for the middle latitude bin
while the top and the bottom bins have suffered some deterioration in the quality
of the reconstruction. This is not unexpected as the number of constraints available
for the top and bottom latitude bins are much smaller than those for the middle
bin.

Figure 7.8 shows the progression of x% for the global Solar Wind model as the
minimisation process proceeds. The x% decreases by 75.5% (from 1303.2 to 319.2)
implying that the reconstructed model is a much better description of the data-set
as compared to the initial model. The minimum achievable values of X%, estimated
earlier in this section, has also been plotted. The simulation failed to hit the termi-
nation criterion in about 1 day of computer run time (~ 2600 iterations) and was
terminated by hand. While the value of x% arrived at by the minimisation was larger
than the minimum achievable value, the trend for a decrease in x% was still continu-
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Figure 7.11: Velocity reconstruction for model D (noise added data) — The
figure shows the results of the tomographic reconstruction for velocity for model D
incorporating the noise to reflect the measurement uncertainty on the power spectra.
The figure is in the same format as Figure 7.6.



3.5e+13

Latitude range 13 - 2 deg
3e+13 [
2.5e+13
=z
=
=
=
o
§ 2e+13
=
=
w
j =4
(&)
1.5e+13
le+13
S5e+12
o 100 150 200 250 300 350
Longitude (deg)
3.5e+13
Latitude range 2 - -9 deg
3e+13 [
2.5e+13
=z
=
=
=
o
§ 2e+13
=
=
w
j =4
(&)
1.5e+13
le+13 S
S5e+12
o 100 150 200 250 300 350
Longitude (deg)
3.5e+13
Latitude range -9 --20 deg
3e+13 [
2.5e+13
=z
=
=
=
o
§ 2e+13
=
=
w
j =4
(&)
1.5e+13
le+13 F =
Ser1z ; i i ; ; ;
o 50 100 150 200 250 300 350

Longitude (deg)

Figure 7.12: C? reconstruction for model D (noise added data) — The figure
shows the results of the tomographic reconstruction for C2 for model D incorporating
the noise to reflect the measurement uncertainty on the power spectra. The figure
is in the same format as Figure 7.7



ing. The difference between the x% achieved by the reconstruction and the minimum
achievable value is ~ 35. This gives a generous upper bound on the contribution
of the reconstruction process itself to x%. As in case of the noise-free simulation,
the trend for x% to decrease was continuing when the minimisation was terminated.
One, therefore, expects that had the reconstruction process been allowed to con-
tinue, it would ultimately reach closer to the minimum achievable value, though the
time take to achieve it would be few days. Also the C? reconstruction quality would
have improved with further iterations of the minimisation.

The reconstruction process was thus found to be able to recover the locations,
widths and amplitudes of the velocity and C? feature to a very satisfactory level
though the C? reconstructions were not as good the ones for velocity. The perfor-
mance for the C2 feature can be improved by allowing the minimisation process to
continue further for time scales of days. The x% minimisation procedure is perform-
ing well and the inability to achieve the lowest attainable x% values is because of
limitations of computing resources and time. The power spectra computed from
the reconstructed fiducial surface provide a better description for the power spectra
which sample the feature on the fiducial surface as compared to the uniform Solar
Wind model fits. The simulations were also tested for stability of reconstruction by
perturbing the starting simplex used. Different starting simplexes led to very similar
final reconstructions and x% values and so the reconstruction process was found to
be stable against perturbations to the initial value of the simplex.

Simulations with two features

After having tested the efficiency and reliability of reconstruction process for a single
feature in the presence of noise, many more simulations with more than one feature
were carried out to estimate the strength of the weakest feature which the simulations
can reliably detect and to get some estimate of the resolution of the simulations. All
these simulations had an appropriate amount of noise added to them (to incorporate
the measurement uncertainty in the observed power spectra). The models used had
structure only along the longitude axis and were invariant along the latitude axis.

Simulations were done with models having two velocity and C? features super-
posed on a uniform background. While one of the features was of the same strength
as in the earlier simulations (velocity of 600 km sec™! and C? of 2 x 10'3), the
strength of the other feature was scaled down to half, quarter and one eight of it
(300, 150 and 75 km sec™! and C? values of 10'®,5x10'? and 2.5x 102, respectively).
These models are identified by the labels E1, E2 and E3 respectively. The features
were superposed on a velocity background of 400 km sec™! and a C? background of
1013,

The results of the simulations are shown in Figures 7.13 — 7.18. In all
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Figure 7.13: Velocity reconstruction for model E1 - The figure shows the
results of the tomographic reconstruction for velocity for model E1 incorporating
the noise to reflect the measurement uncertainty on the power spectra. The figure
is in the same format as Figure 7.6.
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Figure 7.14: C? reconstruction for model E1 — The figure shows the results
of the tomographic reconstruction for C? for model E1 incorporating the noise to
reflect the measurement uncertainty on the power spectra. The figure is in the same
format as Figure 7.7
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Figure 7.15: Velocity reconstruction for model E2 - The figure shows the
results of the tomographic reconstruction for velocity for model E2 incorporating
the noise to reflect the measurement uncertainty on the power spectra. The figure
is in the same format as Figure 7.6.
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Figure 7.16: C? reconstruction for model E2 — The figure shows the results
of the tomographic reconstruction for C? for model E2 incorporating the noise to
reflect the measurement uncertainty on the power spectra. The figure is in the same
format as Figure 7.7
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Figure 7.17: Velocity reconstruction for model E3 - The figure shows the
results of the tomographic reconstruction for velocity for model E3 incorporating
the noise to reflect the measurement uncertainty on the power spectra. The figure
is in the same format as Figure 7.6.
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Figure 7.18: C? reconstruction for model E3 — The figure shows the results
of the tomographic reconstruction for C? for model E3 incorporating the noise to
reflect the measurement uncertainty on the power spectra. The figure is in the same
format as Figure 7.7



Table 7.3: Results of global Solar Wind model y? minimisation simula-
tions : Models with two features — The first column gives the label to identify
the simulation, the second column list the average x? of the uniform Solar Wind
model fits, x%, the third column the x? per power spectra from the tomographic
reconstruction, x%y, the fourth column the % decrease in the x% achieved during
the reconstruction process and the last column gives the number of iterations for
which the reconstruction was allowed to run. Models E1, E2; E3, F1 and F2 all
incorporate the effect of measurement uncertainty in the power spectra. The status
at an intermediate stage of reconstruction is also given for models E2 and E3 to
illustrate the increasingly shallow decline in x%.

Model X% | X%y | % decrease | No. of

in x% iterations
D (without noise) | 0.49 | 0.32 80.7 2533
D (with noise) | 0.57 | 0.43 75.5 2619
E1 0.64 | 0.45 74.4 2899
E2 (final) 0.59 | 0.35 | 774 3899
E2 (intermediate) 0.37 76.1 2953
E3 (final) 0.58 | 0.36 |  76.7 3587
E3 (intermediate) 0.38 75.9 2933
F1 0.24 | 0.31 63.2 1675
F2 0.40 | 0.32 70.8 2953

the cases the reconstruction was able to satisfactorily reproduce the true velocity
model for the middle latitude bin. The velocity reconstruction was able to detect
the presence of the fainter feature and reproduce them in a reasonable manner for
the other two bins for models E1 and E2 while for the model E3 the reconstruction
was less satisfactory. For C? the reconstructions were not as good as the velocity
reconstructions and followed the same trend of the middle latitude bin showing the
best match with the true model and the other two latitude bins deviating by larger
amounts. Models E1 and E2 reproduced the fainter feature with a reasonable degree
of fidelity, the matches for model E3 were not than satisfactory.

A summary of the results of the simulations is given in Table 7.3. The first
column identifies the simulation, the second column gives x7, the third column X%,
the fourth one the percentage decrease in x% achieved by the simulation and the
last one the number of iterations for which the minimisation was allowed to proceed.
The table shows that the x? lies in the range 0.58-0.64 for the three models (E1,
E2 and E3) and decreases as the strength of the weaker feature is reduced. The
final values of x%y achieved by the reconstruction lie in the range 0.36-0.45 and



are smaller than the respective values of x#. Each of the reconstructions achieved
a reduction in x% in the range 74 — 77%. In order to illustrate the shallow drop in
x? with increasing iterations, the results for models E2 and E3 are also shown at an
intermediate stage of minimisation. The minimisation for model E2 had achieved a
decrease of 76.1% in x% by ~ 3000 iterations and the ~ 1000 subsequent iterations
could only push it by about another one percent to 77.4%.

In order to estimate the effective resolution available in the reconstruction,
the following simulations were done. A Solar Wind model with two features of
equal strength and a separation of 60° was used. The features had a strength of
300 km sec™! in velocity and 10'* in C? above the background and the model did
not have any structure along the latitude axis. Both the features were chosen to
be gaussians with a half width of 20° and were superposed on a background of
400 km sec! in velocity and 10'® in C2. This model is referred to as model F1
in Table 7.3. The results of the simulation are shown in Figures 7.19 and 7.20 for
velocity and C?) respectively. The separation between the two features was chosen
to three pixel widths, the minimum separation required between the two features
so that they can be resolved by the simulation. While the velocity reconstruction
is able to pick up the two features in the middle latitude bin, it is not seen clearly
in the top and the bottom latitude bins. The C? reconstruction shows signatures of
the presence of the two features in the top and the middle latitude bins but not in
the bottom latitude bin which has the poorest C? reconstruction. Thus the middle
latitude bin, which has been sampled best by the observations, is able to detect the
presence of two distinct features 3 pixels apart.

Another simulation which used a Solar Wind model with two features of unequal
strengths and half widths was done. The strengths of the velocity features were 400
and 200 km sec”! while those of the C? features were kept equal at a value of 10%3.
The half width of the higher velocity feature was 10° while that of the other one
was 20° and the two features were separated by 30° (one and a half pixel width).
This model is labelled as model F2 in Table 7.3. The results for velocity and C? are
shown in Figures 7.21 and 7.22, respectively. While the velocity reconstruction is a
significant improvement over the initial guess, it is not able to capture the detailed
shape of the initial model used to generate the power spectra in any of the latitude
bins. The C? reconstruction also fares similarly. This is not unexpected, as the size
of one of the features is smaller than the pixel size on the fiducial surface and the
other feature has the same half width as the pixel size, the fiducial surface has too
coarse a grid size to be able to represent the model well. The x%, however, reduces
by 70.8% during the course of the minimisation procedure and the achieved x%, of
0.32 also compares favourably with an average x? of 0.40.
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Figure 7.19: Velocity reconstruction for model F1 - The figure shows the
results of the tomographic reconstruction for velocity for model F1 incorporating
the noise to reflect the measurement uncertainty on the power spectra. The figure
is in the same format as Figure 7.6.
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Figure 7.20: C? reconstruction for model F1 — The figure shows the results
of the tomographic reconstruction for C? for model F1 incorporating the noise to
reflect the measurement uncertainty on the power spectra. The figure is in the same
format as Figure 7.7
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Figure 7.21: Velocity reconstruction for model F2 - The figure shows the
results of the tomographic reconstruction for velocity for model F2 incorporating
the noise to reflect the measurement uncertainty on the power spectra. The figure
is in the same format as Figure 7.6.
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Figure 7.22: C? reconstruction for model F2 — The figure shows the results
of the tomographic reconstruction for C? for model F2 incorporating the noise to
reflect the measurement uncertainty on the power spectra. The figure is in the same
format as Figure 7.7



Conclusions from simulations

1. The featureless models — The featureless Solar Wind models were appro-
priately reconstructed by the tomographic reconstruction methodology. Of
course, the convergence to the right model was assured in this case as the
initial guess was practically the true model itself. The main reasons for this
exercise were to validate the software developed, check for any systematic ef-
fects due to, say, sampling of the heliosphere and to see if the reconstruction
has some instability which leads it away from the true model. The reconstruc-
tion remained stable, both with and without the noise being incorporated.

2. Models with one feature — These simulations were done to test the con-
vergence of the reconstruction to the true global model in the most conducive
circumstance of noisefree data which satisfies all the assumptions made by the
reconstruction process. While the reconstruction was quite close to the true
model, there were some deviations from the true model. The velocity recon-
struction was closer to the true model as compared to the C? reconstruction
and the middle latitude bin, which is sampled most densely by the observa-
tions, showed the best reconstructions. The deviations from the true model
can be regarded as the noise or uncertainty associated with the reconstruc-
tion procedure. While these deviations can certainly be reduced by allowing
the minimisation process to continue for longer, they may not completely dis-
appear. The quality of the reconstruction did not deteriorate significantly
on incorporating the measurement uncertainty in the observed power spec-
tra for the middle latitude bin. This suggests that the presence of noise in
the data does not affect the reconstruction process seriously in presence of
a sufficient constraints. The reconstructions for the other two, comparatively
less constrained latitude bins, showed some deterioration in the reconstruction
quality. The reconstruction found to converge to the same true global Solar
Wind model on perturbing the initial simplex.

3. Models with two features — The simulations show that the dynamic range
of the reconstruction is not uniform over the entire fiducial surface, while the
middle latitude bin could reproduce velocity features one eighth the strength
of the stronger feature (75 km sec'), the top and the bottom bins could
reproduce only features only a quarter of the strength of the stronger one
(150 km sec™). The C? features of only a quarter of the strength of the
stronger feature could be reproduced in the reconstruction in a respectable
manner. The simulations are able to resolve out features separated by three
pixel widths in the middle latitude bin for both velocity and C? reconstruc-
tions. In C? reconstructions the presence of two different features is discernible
in top latitude bin as well while the bottom latitude bin is unable to resolve



it.

The set of simulations which have carried out clearly show that the problem
of reconstructing the distribution of the Solar Wind properties using the IPS data-
set obtained is invertible. These simulations incorporate measurement uncertainty
on the observed power spectra in a realistic manner and the data-set was generated
assuming no time evolution and a purely radial propagation with a uniform velocity.
The reconstruction process has been found to be stable to perturbations of the
starting simplex.

7.7 Results from data

The observed data-set was divided into periods of Carrington rotations and the data
from each Carrington rotation was subjected to tomographic analysis. Our data-set
provides good coverage of the solar equatorial belt for four Carrington rotations,
1922-1925 (Section 7.3 and Figures 7.2 and 7.3).

Of these rotations, rotation number 1923 corresponds to the period of least
activity on the Sun. Few signatures of significant activity have been reported in Solar
Geophysical Data Reports for this period and the WIND velocity measurements also
show little fluctuations during the entire period (Figure 6.14). The prominent Earth
directed CME which occurred on 12** May 1997 falls in rotation 1922. While we
have used the data from all the rotations for tomographic inversion, we discuss the
results for the rotation 1923 in detail as we expect the least amount of time evolution
in this period. The success of tomographic reconstruction depends on the degree
to which the assumption of little or no time evolution is satisfied, therefore, known
transients and sudden fluctuations were removed from the data. For all sources
which had more than 10 observations, the mean and rms of the g time series was
computed and all the data points differing from the mean by amounts larger than
30 were not used for tomographic reconstruction.

The initial guess for this period was arrived at using the procedure described in
Section 7.2.2. Our procedure to generate the initial guess is quite similar to that
adopted by earlier attempts at tomographic reconstruction of the Solar Wind using
IPS (Jackson et al., 1998; Kojima et al., 1998; Asai et al., 1998). The main differences
between their work and the present attempt lie in our restricting the reconstruction
to only an equatorial belt on the solar surface and our having many more constraints
per degree of freedom of the global Solar Wind model. A detailed comparison with
these attempts is presented in Section 7.9. As the final reconstruction achieved by
the earlier attempts is not very different from their initial guess (Section 7.9), it may
not be unreasonable to compare our initial guess with other observations of the Sun
to look for correlated large scale structures.



The tomographic reconstruction was carried out in the same manner as for the
simulations described in the previous Section and is detailed in Section 7.5.2. Fig-
ures 7.23 and 7.24 show the velocity and C? reconstruction for the rotation number
1923. The reconstructions look quite reasonable, the velocity reconstruction is able
to pick out significant structure from a featureless initial guess and the structures
vary smoothly across the three latitude bins. The progression of x% with iteration
number is shown in figure 7.25. It is immediately noticed that the magnitude of
starting value of x% for the case of real data (12,178.4) is much larger than that
obtained for simulations (~ 1,000). This points to there being basic differences be-
tween the real data and the simulations. The x% minimisation achieves a reduction
of 25.3% in x% (from 12,178.4 to 9,101.8) and made use of 739 l.0.s.s. We expect
contributions from measurement uncertainty and resolution to x% to be about 300
— 400, on the basis of conclusions drawn from earlier simulations.

The average x% for the power spectra was 0.50, while x%, was 12.3, more than
an order of magnitude larger. As has been mentioned in Section 7.6.2, fitting indi-
vidual power spectra with independent uniform Solar Wind models can be thought
of as using N, (739 for the present case) degrees of freedom each for velocity and
C? to describe the data. On the other hand, the global Solar Wind model uses only
Ny, X Ng, (54 for the present case) degrees of freedom each for velocity and C?.
As fitting uniform Solar Wind models makes use of more than an order of magni-
tude larger numbers of degrees of freedom and the uniform Solar Wind models also
provide a reasonable description of the observed power spectra, it is only expected
that they give smaller average x? for the fits. It is important to realise that the
independent uniform Solar Wind models are inconsistent with a global model of the
solar surface, which is exactly what tomographic reconstruction tries to address.
We expect variability and the slow time evolution of the Solar Wind to be the most
likely cause of the large observed value of x% discuss it in detail in Section 7.8.

In order to check for the stability of the reconstruction, we re-started the min-
imisation process with a different starting simplex. The final reconstruction arrived
at, in the second run, was rather different from the first one but the x% for both of
them were quite close to each other. A few more simulations with differing starting
simplexes were done and they resulted in differing reconstructions with similar val-
ues for x% (within 10% of one another). The results from two of them are presented
in figures 7.26 and 7.27. Though the different reconstructions do not match well
with each other, all of them show a tendency for an excess in velocity in the middle
and the bottom latitude bins in the longitude range 150°-300°. The strength and
the widths of the velocity excess differ from one reconstruction to another and it
seems to break up in some of them. Similarly there is a strong C? feature in the same
longitude range in the bottom latitude bin. As the x% for different reconstructions
using the same data are close to each other, there is no justification for believing
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Figure 7.23: Velocity reconstruction for Carrington rotation 1923 — The
figure shows the results of the tomographic reconstruction for velocity for Carrington
rotation 1923. The dashed line shows the initial guess for the global x% minimisation
process and the solid line the final reconstruction arrived at by it.
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Figure 7.24: C? reconstruction for Carrington rotation 1923 — The figure
shows the results of the tomographic reconstruction for C? for Carrington rotation
1923. The dashed line shows the initial guess for the global x% minimisation process
and the solid line the final reconstruction arrived at by it.
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Figure 7.26: Some more velocity reconstructions for Carrington Rotation
1923 — The solid and the dashed lines show two different tomographic reconstruc-
tions for Carrington rotation 1923. The initial guess is shown by the dotted line.
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one any more than the other.

The white light coronograph synoptic map for Carrington rotation 1923 from
the LASCO instrument on board SOHO spacecraft are shown for comparison with
our reconstruction of the heliosphere in figure 7.28. The most prominent features
seen in the synoptic maps are the CMEs which correlate very well between the
synoptic maps at the three different radial distances (2.5,3.0 and 4.5 Rg) both on
the East and the West limb. There is an enhancement in intensity at roughly the
same location as the prominent C? feature in the bottom latitude bin between 150°
and 300°. There is little correspondence between the synoptic maps of the East and
the West limbs, except for the feature close to longitude 290° on the East limb and
305° on the West limb. The possibility that the correspondence is due to two CMEs
being launched from around the same site spaced by half a solar rotation cannot be
ruled out.

The velocity time series measured by the WIND spacecraft projected at the
same fiducial surface as the reconstruction is also shown for comparison in figure 7.29.
Solar Wind has been assumed to be travelling with a constant radial velocity in order
to project the measurements at the radial distance of the fiducial surface. There is
a large data gap in the velocity time series from WIND for Carrington rotation 1923
(second panel) in the ¢ range where the most prominent velocity feature in the
middle latitude bin occurs. It is difficult to make a case of a correlation between the
velocities seen by WIND and the ones arrived at by the tomographic reconstruction.

The velocity and C? tomographic reconstructions for Carrington rotation 1992
are shown in figures 7.30 and 7.31, respectively and the LASCO white light corono-
graphs synoptic map for the same rotation in figure 7.32.  There were 797 ob-
servations available for this Carrington rotation and the reconstruction achieved a
decrease in x% of 23.2 % (from 12,237.5 to 9396.0) in 3169 iterations. The values
of x4y and x% for this rotation are 11.8 and 0.65, respectively. WIND velocity
measurements show two well defined peaks in this rotation, the first one in the ¢
range 70°-110° and the other one in 240°-300°. The first of these is associated with
an Earth directed CME which was launched from the Sun on the 12" of May 1997.
Our velocity reconstruction shows two regions of enhancement in roughly the same
locations in the middle latitude bin. The velocity feature at in the 70°-110° ¢, range
in also seen in the top latitude bin and is accompanied by a C? enhancement as well
which shows a trace of continuing down to the middle bin. The most prominent
feature in the bottom latitude bin is a C? enhancement which is associated with a
low velocity feature. The fact that the reconstruction is able to produce a velocity
excess in the same location as the site of the CME leads to the conclusion that the
attempts to flag the data which was affected by transients have not been completely
successful in removing the effects of this event. As this was an Earth directed CME,
it would effect all the [.0.s.s in that period and unless we flag all the observations in
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Figure 7.28: LASCO Synoptic map for Carrington rotation 1923 — The figure
shows the background subtracted LASCO Synoptic maps which present the coronal
structure at 2.5, 3.0 and 4.5 R for both the East and the West limb of the Sun
for Carrington rotation 1923. The X axis is heliographic longitude and the days of
observation which correspond to a given longitude are also mentioned. The Y axis
is the heliographic latitude and the grey scale the white light intensity.
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Figure 7.29: Solar Wind velocity measured by WIND — The X axis is the
Carrington longitude and the Y axis the velocity of the Solar Wind in km sec™!.
The panels show the observations for the Carrington rotations 1992 to 1925, from

top to bottom.
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Figure 7.30: Velocity reconstruction for Carrington rotation 1922 — The
figure shows the results of the tomographic reconstruction for velocity for Carrington
rotation 1922. The dashed line shows the initial guess for the global x% minimisation
process and the solid line the final reconstruction arrived at by it.
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that period, the transient affected data cannot be removed. While the [.0.s.s which
were worst affected by the transient have been flagged, the remaining [.0.s.s still
retain enough information about it to make it appear in the reconstruction.

The reconstructions for Carrington rotation 1924 are shown in figures 7.33 and
7.34 for velocity and C? respectively and the corresponding LASCO white light
synoptic map in figure 7.35. This rotation made use of 636 [.0.s.s and achieved a
decrease of 22.7% in x% (from 9,512.3 to 7,348.9) in 3796 iterations. The values of
X%y for this rotation was 11.6 and that for x# was 0.46. The middle latitude bin
shows a very strong peak in the ¢, range 50°-100°, associated with a weaker dip
in the C2. The magnitude of the peak is so large (1,800 km sec™!) that it much
more likely to an artifact than a true feature. In addition, if it were real it will be
seriously affected by the inability of the Solar Wind model used to incorporate the
interaction of the slow and the fast wind. There is no data available from WIND in
the corresponding ¢ range but there is a velocity peak of much smaller magnitude
close to it. The top latitude bins remains largely featureless in both velocity and C?
while the bottom bin shows velocity bump close at ¢ 210°.

The results of the reconstruction procedure for Carrington rotation 1925 are
shown in figures 7.36 and 7.37 for velocity and C? respectively and figure 7.38 shows
the corresponding LASCO white light synoptic map. The reconstruction achieved
a reduction in x% of 28.9% (from 11, 822.9 to 8, 398.6) in 4563 iterations and had 536
l.o.s.s available. The x% for this rotation was 15.7 and x? was 0.48. The WIND
velocity measurements for this rotation do not show any prominent structure, there
is a small velocity enhancement in the ¢g range 18°-230° followed by a velocity
dip. A somewhat similar feature is seen in the middle latitude bin of the velocity
reconstruction arrived at and it seems to continue to the top latitude bin. There is
a prominent C? excess in the top latitude bin in the ¢ range 70°-180°.

In order to give an estimate of the density of the coverage of the solar surface
we show the number of [.0.s.s passing through each pixel for each of the Carrington
rotations in Figure 7.39. They usually lie in the range 50-150.

It should be noted that the nature of measurements provided by the coronograph
synoptic maps or satellite plasma measurements is very different from IPS measure-
ments. Though the coronograph synoptic observations cover the entire solar surface,
the measurements which contribute to each longitudinal strip come only from two
epochs, once when the region is at the East limb and half a rotation later when it
is at the West limb and the two are used to construct individual synoptic maps. So
synoptic maps are essentially a collage of the projections of the solar corona at the
limbs of the Sun on the sky plane, taken at successive epochs during a solar rotation.
Each longitude bin in a synoptic map is sampled at one point in time, and therefore
is sensitive to day to day variations in the corona. The differences between the local
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Figure 7.33: Velocity reconstruction for Carrington rotation 1924 — The
figure shows the results of the tomographic reconstruction for velocity for Carrington
rotation 1924. The dashed line shows the initial guess for the global x% minimisation
process and the solid line the final reconstruction arrived at by it.
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Figure 7.36: Velocity reconstruction for Carrington rotation 1925 — The
figure shows the results of the tomographic reconstruction for velocity for Carrington
rotation 1925. The dashed line shows the initial guess for the global x% minimisation
process and the solid line the final reconstruction arrived at by it.
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Figure 7.37: C? reconstruction for Carrington rotation 1925 - The figure
shows the results of the tomographic reconstruction for C? for Carrington rotation
1925. The dashed line shows the initial guess for the global x% minimisation process
and the solid line the final reconstruction arrived at by it.



TYN/ U2y UBYIoN

09¢

qd G

NNROR@

.06 =°d

0L¢

08l

0Z— = U ‘0’8 = XD

quii IsBM

Eco_\,_ jo-Ae@ % (B2Q) spnibuo]

0 09¢ 0sL¢ 08l

¢ ¢¢ GSC (LcC

w._”\wo\mm wo\mo\mm 0'€— = U ‘0’9 = xON

.89 =°g L8 =%
quii e
(pe10R NGNS puno JBXoeq)

Gc6T HO :¢O OOSV1

06

vo\wokm

.9 ="°g

06—

Gv—

q S'Y

¥ 0'¢
(6o@) spniire

Figure 7.38: LASCO Synoptic map for Carrington rotation 1925 — The figure

g G'¢

shows the LASCO synoptic maps for Carrington rotation 1925 in the same format

as Figure 7.28.



50

150

100

50

G

Longitude (deg)

L L L L L L
50 100 150 200 250 300 350

Lt 13 -2

50

lot2--9

50

Lot -9--20

0
0
L L e BN

50

. .
<) 50 100 150 200 250 300 350
Longitude (degd

80
sO0

lat13-2

0
0
[T T 1T

40
20

20
sO0

lat2--9

ENe)
20

20
50

lat-9--20

40
20

S} 50 100 150 200 250 300 350
Longitude (deg)

20

sO0

40

lat13-2

20

20

80

<40

lat2--9

20

80

so

40O

lat-9--20

20

T T T I T I rrrrrrri-=

W

S} 50 100 150 200 250 300 350
Longitude (deg)

Figure 7.39: The density of coverage for Carrington rotations 1925-1925 —
The figure shows the number of lo.s.s crossing each of the pixels on the fiducial
surface for all the Carrington rotations for which the tomographic reconstruction
was attempted. The three curves in the first panel correspond to the top, middle
and the bottom latitudinal bin from top to bottom for Carrington rotation 1922.
The X axis is Carrington longitude and the Y axis the number of /.0.s.s which cross a
given pixel. The second, the third and the fourth panels correspond to observations
for the Carrington rotations 1923, 1924 and 1925, respectively.



nature of satellite sampling and IPS observations have been discussed in sufficient
detail in Section 6.6. TIPS observations on the other hand, sample a large fraction
of the heliosphere at any given time and the fiducial surface constructed using IPS
tomography is an average over this large fraction of the heliosphere for the period of
a solar rotation. It thus measures a representative average of the entire heliosphere
and is not sensitive to the variations due to fluctuations on short time scales.

Some more experiments were performed by taking the reconstruction arrived at
by the minimisation, replacing the most prominent feature in the reconstruction by
interpolated values on either sides of the feature and using the distribution of Solar
Wind properties so obtained as the initial guess for the reconstruction process. If
the prominent feature is really required to describe the data, the x? minimisations
procedure should be able to put it back in. The prominent feature did not appear
in the reconstruction and the entire reconstruction bore little resemblance to the
starting model. A similar exercise using simulated data, with one component on
an uniform background, where we started from a completely featureless model, was
able to pick out the feature required by the data. While the reconstruction, in this
case, was not as good as that obtained on starting from the proper initial guess,
the feature was unmistakably present. This leads to the conclusion that for real
data the, the x? minimisation is much more unstable and the minimisation process
needs more ‘guidance’ and that choice of a good starting guess is important. We
had hoped that a larger number of observations which translate into a large number
of constraints will lead to more stable reconstructions but it has not turned out to
be so.

7.8 Discussion

The inability of our data and analysis to give stable tomographic reconstructions
even though the simulations and the earlier attempts were successful was a cause
for concern. We have spent considerable amounts of time in trying to understand
the poorer stability of the reconstruction. Possible explanations which we consider
include the following.

1. The x% obtained for real data is much much larger than that for simulations
(about 1.5 orders of magnitude). This implies that the Solar Wind model
arrived at is a much poorer representation of the real data as compared to the
simulations. The following causes are expected to contribute to this :

(a) Significant time variations, during the course of the observations, would
lead to large deviations from the average model. Under such circum-
stances, an average model may be an inadequate or even an inappropriate



description of the data. The time variations seen in the Solar Wind span
a large range of time scales, from a few hours to many days. The short
time scale variations (few hours to a day) are a manifestations of intrin-
sic fluctuations in the properties of the Solar Wind and usually only a
subset of these can be associated with known CMEs. The long time scale
changes, on the other hand, are slow variations in the intrinsic, usually
large spatial scale, structure of the corona. The short time scale varia-
tions can be thought of as random fluctuations superposed on the average
model for the distribution of the Solar Wind properties and contribute
additive noise to the data. While the simulations have been found to
be stable in the presence of zero mean additive noise due to measure-
ment uncertainty, there is no assurance that the noise due to intrinsic
fluctuations in the real data has to be zero mean. In fact, as most of the
fluctuations show higher values of velocity and C?, we expect the noise
due to small time scale fluctuations to be biased towards positive values.
The strength of this noise depends on the level of activity on the Sun
and can be large enough to cause the average model to have such a large
rms on it that the concept of an average model no longer remains useful.
Slow variations should not be thought of as simply contributing additive
noise because the variations due to them are systematic in nature and
not stochastic. These variations will also lead the average model to have
a large rms associated with it. Thus, significant time variations cause
considerable departures from the average model which lead to a large
value for x%.

An examination of IPS model fit parameters obtained for [.0.s. towards
various sources, shown in Figures 5.17 to 5.29, shows the presence of both
short and long time scale variations. Time variations seen in the data can
either be due to transient events or due to stable co-rotating structures
passing through the [.o.s. to a source. The variations due to the latter
reason do not cause any damage as the analysis procedure maps them
back to the proper place on the Sun but the intrinsic variations would
render the data-set inconsistent. While co-rotating structures can give
rise of variations on the time scales of few days, they are not expected to
give rise to short time scale variations, the short term variations seen must
necessarily be intrinsic. The plots of IPS model fit parameters of [.0.s.s
which contribute to a few randomly chosen pixels, for the Carrington
rotation 1923, are shown in Figures 7.40-7.42.  These plots show a
significant amounts of time variations in the uniform Solar Wind model
parameters determined for the observed power spectra.

(b) A simplistic model which does not take into account the interaction be-
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Figure 7.40: Contributions to a pixel on the fiducial surface — 1 — The figure
shows the time series of the uniform Solar Wind parameters estimated for all the
l.o.s. which pass through the pixel centred at heliographic latitude, 6, of —3°.5
and a Carrington longitude of 50° in Carrington rotation number 1923. The X axis
shows the time (Day of year 1997). The first panel on the Y axis shows the g value,
the second and the third the uniform Solar Wind model velocity and C2. The next
three panels show the heliographic coordinates of the P-point of the [.0.s. to give
some information about the geometry of the l.o0.s.. The [.0.s.s whose P-points maps
back to this pixel are shown with filled circles while the others are shown with open
circles.
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Figure 7.41: Contributions to a pixel on the fiducial surface — 2 — The figure
shows the time series of the uniform Solar Wind parameters estimated for all the
l.0.s. which pass through the pixel centred at heliographic latitude, 6, of —3°.5 and
a Carrington longitude of 170° in Carrington rotation number 1923. The figure is
in the same format as Figure 7.40.
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Figure 7.42: Contributions to a pixel on the fiducial surface — 3 — The figure
shows the time series of the uniform Solar Wind parameters estimated for all the
l.o.s. which pass through the pixel centred at heliographic latitude, 6, of —3°.5 and
a Carrington longitude of 290° in Carrington rotation number 1923. The figure is
in the same format as Figure 7.40.



tween the slow and the fast Solar Wind has been used and the Solar
Wind velocities have been assumed to be purely radial and constant as
a function of heliocentric distance. This inadequacies of the model can
reflect as an increase in the x%.

(c) There is significant latitudinal structure in the data on length scales
smaller than the model resolution. This lack of resolution will also add
to the x% obtained.

2. The minimisation converges to the same correct model for the simulations us-
ing different starting simplexes but it does not do so for the real data. The
simulated data was manufactured to satisfy the time stationarity assumption
made by the reconstruction process and used the same prescription for prop-
agation of the Solar Wind as the reconstruction process. Different runs of
the minimisation process on the real data using different starting simplexes
converged to different models which had comparable x% but few similarities.
This is indicative of the fact that xZ hypersurface, in the model parameter
phase space, has numerous valleys of similar depth. We can try to understand
the x% landscape in terms of the following scenario. If there were no time
variations in the Solar Wind, and in the hypothetical case of infinite signal
to noise measurements with infinite resolution, the average model for the So-
lar Wind would be a perfect description of the data-set. Extrapolating our
conclusions drawn from simulations using rather simple models, we expect,
the x% landscape to have a well defined global minima in such situations. Of
course, any real life data-set has a finite S/N and resolution and therefore
there will be some contributions to x% due to coarseness of the resolution
and measurement uncertainties. These contribution to x% add to the ideal
X% landscape filling in the minima and making the smooth variations in the
X% landscape noisy. From our simulations, we do not expect this effect to be
large enough to seriously affect the reconstruction process. The presence of
short time scale variations contributes an independent non-zero mean additive
noise, an estimate for the amplitude of which is not easily available. This will
distort the features in the x% landscape and if its amplitude is large enough, it
may even mask the original features in the x% landscape for the ideal invariant
Solar Wind model. The slow variations in the Solar Wind provide yet another
additive piece to the xZ% which is not expected to have noise like characteris-
tics as it arises because of systematic variations and is not assured to be zero
mean either. If the slow variations are significant, this piece will have a large
amplitude and can also distort and maybe mask the features in the ideal x%
landscape. Our minimisation process sees a x% which is a sum of all these
contributions and therefore is effected by all the issues discussed above. A cut
across the expected Y% landscape for the real observations is shown schemat-



Figure 7.43: x% landscape — A schematic illustration of a cut across the x% land-
scape is shown. The different initial guesses are represented by filled circles. A
multiplicity of valleys of similar depths causes different initial guesses to climb down
into different valleys leading to non-unique solutions.

ically in figure 7.43. The simplex descends into the minima it happens to
wander into and different starting simplexes descend into different x% valleys.
There are, thus, fundamental differences in the x% hypersurface corresponding
to the simulated data and the real data and the apparent lack of stability in
the tomographic reconstruction is due to the existence of a multiplicity of local
X% valleys.

3. Due to constraints of time and computing resources, we have used a termina-
tion criterion to stop the minimisation process if the fractional decrease in the
X% over a cycle of the minimisation process falls below 1%. It is worth not-
ing that most often, the minimisation procedure was stopped before it reached
the termination criterion for simulations, as the progressive decrease in x% was
very shallow, but it always hit the termination criterion in minimisations runs
using real data. The trend for decrease of y% was present in almost all the
minimisations runs using the real data even when the termination criterion
was reached. This raises the possibility that had the minimisation process
been allowed to continue it would have improved upon the model and the
differences between different reconstructions might have become smaller. In
the most optimistic case, different starting simplex could have been trying to
reach the same global valley from different paths and because the minimisa-



tion process was terminated early, the different starting simplexes have led to
different looking reconstructions, though we believe this to be quite unlikely.

4. It was noticed that often the final model had a jaggered or saw-tooth like
appearance. This pattern develops slowly from the smooth initial model and
keeps on getting more pronounced as the minimisation proceeds. This may
be interpreted to mean that the x? minimisation is not sensitive to these
oscillations, or they are inwvisible to it. In this sense, it implies that the degrees
of freedom of the model are ill constrained or are larger in number than are
required by the data. In order to test this, the reconstruction procedure was
repeated with the same data-set but with the number of degrees of freedom of
the model reduced to half by reducing the resolution of the reconstruction. The
resultant model still showed the saw-tooth like patterns. This is in contrast to
the expectations from the simulations (model E1), which had shown that the
middle latitude bin has sufficient resolution to discern the presence of features
three pixels apart.

There are some issues about different observations qualifying as independent,
constraint. Different observations of the same source in rapid succession are
independent only in the sense that the noise on them is uncorrelated, they
do not convey any independent information about the Solar Wind they sam-
ple. How different should the lLo.s.s be in order to qualify as independent
constraints is a question which has not been addressed. As this work has as-
sumed all the observations to be valid independent constraints, the number of
constraints may have been overestimated. In the present data-set the latitude
range corresponding to the middle pixel is the most densely sampled by the
loo.s. (Figure 7.39) and we believe that it is quite unlikely that even in this
range the model is ill constrained.

7.9 Comparison with others similar exercises

Apart from the early g-maps from Cambridge group (Tappin et al., 1983, 1984;
Hewish, 1990), the first systematic attempt at making tomographic reconstruction
was presented in a series of papers by the groups at University of California, La-
Jolla, USA (UCSD group) and Solar-Terrestrial Environment Laboratory, Nagoya
University, Japan (STELab group) (Jackson et al., 1998; Kojima et al., 1998; Asai
et al., 1998). In the first of these papers the authors use 81.5 M Hz scintillation
index (g) measurements along with three-four station IPS velocity measurements of
the STELab group to make a composite picture of the distribution of the velocity
and density on the Sun for the observing period June 1994 to September 1994 (Car-
rington rotations 1884 to 1886). They had ~ 5000 measurements of g and ~ 600



measurements of velocity per Carrington rotation. The authors used the measured
g values and the velocity estimates from the four station observations as inputs to
constrain the reconstruction process. The velocity and g values were projected back
to the Sun to generate an initial model using a procedure similar to the one used
by us. The initial model of velocity and density distribution on a fiducial surface
was modified iteratively to reduce the difference between the observed quantities
(velocity and density) and the model prediction. They assume radial velocities for
the Solar Wind and the interaction between the fast and the slow wind is approx-
imated by merging together the Archimedean spirals when they tend to intersect
and applying conservation of mass and momentum. The next two papers describe
the attempts of STELab group at tomographic reconstruction of the Solar Wind
properties using the STELab three-four station velocity measurements alone. As
they do not have any independent information of n, (m or g observations), they
use an empirical power law relation between dn, and velocity (dn.(z) = v7(z) with
v = 0.5). This relationship was noticed by Kakinuma et. al (Kakinuma et al.,
1982) and the last in the series of these papers provides additional confirmation
for this relationship. These authors use a Solar Wind model with constant radial
velocities. Their analysis covers the Carrington rotation periods 1988-1901 and the
observations from all the three Carrington rotations are put together to make a
single reconstruction.

In both these works a basic assumption which is made is that velocity and C?2,
either from the single station power spectra fitting or from three-four station cross-
correlation analysis, are a weighted mean of these quantities along the [.0.s. with
a weight factor that can be calculated from the known distribution of C? along
the l.o.s. and the Fresnel filter. While the assumption is true for relating C? with
observed scintillation index, we have serious reservations in using such an assumption
for the velocity. The effect of a non-uniform velocity distribution along a [.0.s. is
to distort the shape of the power spectrum and equivalently the cross-correlation
function (CCF) between two stations. Using this distorted CCF or power spectrum
to estimate the velocity is fraught with unspecifiable systematic errors. The situation
is clearly visualised is we consider a l.o.s. sampling two different velocity streams
of comparable C2. The spectrum shows a two stream structure which is not rare
and can be fitted with either of the velocities or a sum of the two kind of spectra.
By forcing the entire spectrum to be fitted with a single uniform Solar Wind model
spectrum generally gives an unsatisfactory fit since we are fitting power spectra with
Solar Wind models whose intrinsic shapes are different. While the velocity of the
best fit spectrum usually lies between the two velocities, it is by no means clear that
the fitted velocity is a weighted average of the velocity distribution along the lo.s.
with the [.0.s. weighting function appropriate for IPS. A similar situation holds for
two or more station observations of the CCF. The effect of the two streams with



different velocities is to distort the shape of the CCF and produce two peaks in
it. The information of velocity distribution along the [.0.s. is in the shape of the
CCF and can be retrieved by trying to model the shape of the CCF, as has been
demonstrated by Grall et. al (Grall et al., 1996; Grall et al., 1995). Fitting a single
velocity to the observed CCF by estimating a time delay, using a peak or the mid
point at half the peak value, looses this information and yields a number which is
very difficult to interpret as being a weighted mean of the velocity along the Lo.s..

For this reason, we have preferred to use the actual measured power spectra as
the constraints for the tomographic reconstruction procedure. While this is attrac-
tive in view of mathematical rigour, we were aware that this makes the problem
much more complex since now instead of fitting two numbers per observation, this
requires us to model the entire power spectrum and reproduce its magnitude and
shape. Since the approach we have taken has never been demonstrated before, we
carried out simulations to verify the viability of this approach. We were encouraged
by the reasonable success shown by the simulations but were not satisfied with the
reconstructions using real data. This raises questions about the apparent success of
the earlier methods. For reasons given below we feel that the earlier attempts were
more akin to our initial guess and formalism did not allow the model to deviate
much from the initial guess.

Another major difference between the earlier attempts and ours is the number
of constraints in the reconstruction. The reconstruction by Jackson et. al used
~ 600 velocity measurements and ~ 5000 g measurements and they attempted a
reconstruction of velocity and density over the entire solar surface with a resolution
of 10°x10°. The reconstruction has ~ 400 resolution elements giving an average of ~
10 constraints per pixel for density and less than 2 per pixel for velocity. In contrast,
we have typically ~ 700 simultaneous measurements of velocity and scintillation
index for every Carrington rotation. However, we have confined our observations to
the equatorial belt in order to maximise the overlap between footpoints of different
l.0.s.s on the fiducial surface and have chosen our resolution to have ~ 10 constraints
per pixel. When the number of constraints per pixel is of the order of unity, one can
easily make a model for the distribution of velocity on a fiducial surface which is
consistent with all the observations, but one has no means of checking whether the
spatial structures seen in the model reflect actual stable spatial structures on the Sun
or whether time variations of the Solar Wind are being reflected as spatial variations.
Our data, having many more constraints per pixel, can actually to separate spatial
and temporal variations. Our data (Figures 7.40-7.42) indicates that there are
considerable temporal variations and because of this our reconstruction does not
do as well on real data as in simulation. While the temporal fluctuations are not
unexpected, we had hoped that with many constraints per pixel at an epoch close
to the solar minima, we would be able to achieve a stable reconstruction. However,



this not borne out, which raises the question of how reliable and stable are other
earlier reconstructions (unless, of course, we have been singularly unlucky in having
a considerable activity during our observations).

The algorithm used by these groups performs a guided search and progressively
reduces the differences between the data and the model. However no estimate of
the ‘goodness’ of the model in representing the data (x?) and its improvement with
progression iterations of the minimisation algorithm has been presented. Judging
from a figure which is presented in the first of these three papers, the maximum
fractional corrections to the initial model are always smaller than ~ 10% for velocity
co-ordinate corrections and less than ~ 2% for velocity model deviations and they
are practically zero beyond 15 iterations. As the corrections to the model are small,
this leads to the conclusion that the final reconstruction should be quite close to the
initial model itself.

7.10 Possible improvements

There are many possible improvements which can be incorporated in the analysis
procedure adopted, most of which deal with second order effects and can lead to
small improvements over the present procedure. As the basic methodology used for
tomographic reconstruction has been validated by the simulations, these effects can
be incorporated to improve the reconstruction for more realistic simulations. While
we do not believe that any of these have been the primary limitations for the present
work, we list them for academic interest and completeness.

1. A shortcoming of the present analysis is that it neglects the interaction be-
tween the Solar Wind streams moving with different velocities. In our analysis,
the velocities are assumed to remain constant with heliocentric distance and
the Archimedean spirals for Solar Wind moving with different velocities can
pass through one another. While this makes negligible difference to the radial
propagation of the Solar Wind if the velocity differences between the Solar
Wind arising from neighbouring areas on the Sun are not large, especially in
view of the coarse resolution afforded by the reconstruction, their effects can-
not be ignored in presence of large velocity contrasts. The absence of radial
evolution of velocity has been assumed only because of its ease of implementa-
tion, the shortcomings of this choice are well known. As this model is not an
appropriate description of reality, it would contribute to the observed data-set
seeming inconsistent with the model.

The interaction between the slow and the fast streams in the Solar Wind leads
to development of a considerable structure and significant radial evolution.



Incorporating the interaction of Solar Wind in a rigorous manner involves
doing magnetohydrodynamics (MHD) in a turbulent medium. This is a subject
of active research its own right and lies outside the scope of this work.

While it would be difficult to incorporate the interaction of the Solar Wind
in a rigorous manner, it can be incorporated in a phenomenological manner
using a variety of schemes. The simplest of these would be to assume that the
intersecting Archimedean spirals colasce and move outwards with a velocity
arrived at using conservation of momentum. More complicated schemes can
also be implemented with, an increasing degree of sophistication, which track
the Archimedean spirals from one fiducial surface to another close by one
and rather than wait for the Archimedean spirals to intersect before they are
colasced, the mass and momentum distribution on the later fiducial surface
can be obtained from the earlier one depending on the tendency of adjacent
spirals to crowd together or move away from one another using an empirical
scheme. Work in this direction is in progress.

Another, purely empirical, approach to incorporating radial evolution of Solar
Wind would be to make independent initial models at small and large elonga-
tions and interpolate between them to estimate the average radial evolution
effects. This approach has the disadvantage that it yields a single prescription
to account for radial propagation effects while they are known to be dependent
on the magnitude of velocity contrast in the neighbouring regions.

2. Our reconstruction has a resolution of 11° in heliographic latitude, 6,. It
has been shown that Solar Wind has a well defined latitudinal structure which
varies by ~ 100 km sec™! over the resolution length scales in the equatorial belt
(Section 6.3). The coarseness of the resolution afforded by the reconstruction,
forces the systematic variation within the resolution element to be represented
by an average constant number. It would be possible to reduce the damages
due to this by taking into account the known average latitudinal variation of
the velocity across the pixel dimensions.

3. A given pixel on the fiducial surface receives contributions from [.0.s. observed
over a large fraction of the solar rotation period. Every heliographic longitude
is sampled twice by IPS [.0.s.s in a solar rotation, once when observing sources
on the East of the Sun and then half a rotation later when observing sources
on the West. One can construct models using observations only on the East or
the West of the Sun and compare the two to look for signatures of slow time
scale evolution of the average properties of the Solar Wind. This can provide
a limited amount of information about the time evolution of the Solar Wind
structure which can be built into the Solar Wind model.

4. We have used an un-guided minimisation the Downhill simplex algorithm for



x? minimisation without simulated annealing. Inclusion of simulated anneal-
ing in the minimisation process gives a periodic random kick to the model
parameters, the frequency and magnitude of which are user defined quanti-
ties. These methods reduce the probability of remaining stuck in a shallow
minima. Given the x? landscape for the problem at hand, this is does not offer
any assurance of leading to the global minima but the minimisation process
may have better chances of reaching the deepest local minima.

One can also use guided minimisation methods where the initial model is
modified on the basis of the differences between the model and the observed
data. While these methods do not assure convergence to the global minima,
their advantage lies in the fact that they provide a much faster convergence
as compared to un-guided minimisation algorithms.

. We have used the elemental areas on the fiducial surface, pixels, as degrees of
freedom of the Solar Wind model. Our reconstructions using the data often
show jaggered features. These features appear with such regularity that they
are unlikely to be real. An alternative approach would be to use a set of
spherical harmonics to represent the equatorial belt of the solar surface. The
use of spherical harmonics as degrees of freedom is likely to yield smoother
reconstructions.

. In a real life situation, there are likely to be significant differences in the num-
ber of I.0.s.s which constrain different parts of the fiducial surface. The recon-
struction, therefore, is not likely to be equally well constrained over the entire
fiducial surface. A systematic study of the reliability of the reconstruction in
presence of non-uniform distribution of constraints should be done.



Chapter 8

Conclusions

IPS tomography of the inner heliosphere offers an opportunity to reconstruct the
average large scale distribution of Solar Wind. In spite of the fact that a successful
tomographic reconstruction can yield valuable information which is not obtainable
by any other means, the complexity of the problem and the lack of suitable data-
sets have led to there being few such attempts. The only other attempts at IPS
tomography have been by the UCSD and the STELab groups who have used the
index values, g, from the Cambridge 81.5 M Hz telescope and the velocities from
Nagoya multi-station observations at 327 M H z.

8.1 Tomographic reconstruction of the Solar Wind

8.1.1 Formulation of the problem

We formulate the problem in terms of a x? minimisation exercise with the observed
power spectra as the constraints for the reconstruction process and the distribution
of the physical properties of the Solar Wind (velocity and C?) on a fiducial surface
as the free parameters of the model. The x? minimisation is expected to lead
to a best fit surface distribution most consistent with the observations. Earlier
attempts at tomography of the Solar Wind (Jackson et al., 1998; Kojima et al., 1998;
Asai et al., 1998) have used the IPS velocities estimated using the cross-correlation
analysis obtained from the multi-station IPS observations as the constraints for
the reconstruction procedure. The process of assigning a single velocity to the Solar
Wind along a [.0.s. loses the information of the distribution of Solar Wind properties
along the l.0.s. which is contained in the shape of the cross-correlation function
(CCF) between different stations. The velocities obtained from such analysis are
not assured to be the appropriate [.0.s. integrated velocities and their use is fraught
with unspecifiable systematics. Our approach does not suffer from such drawbacks as



we use the true observables of IPS (power spectra), which are the appropriate l.o.s.
integrated measure of the distribution of Solar Wind properties, as the constraints
for the reconstruction process and do not involve any interpretation in terms of
unsuitable Solar Wind models.

8.1.2 Simulations

Our formulation of the problem of tomographic reconstruction increased the com-
plexity of the problem many fold over the previous attempts as rather than model
only two numbers (velocity and g) for each observation, it required us to model the
entire power spectra and reproduce its area and shape. Since such a formulation
of the problem had not been used before, we did an extensive set of simulations
to validate the software developed and convince ourselves of the viability of the
formulation. Another aim of the simulations was to check if the sampling of the
heliosphere provided by our observations was sufficient for a reliable reconstruction.
The results from our simulations show that this formulation is able to reconstruct
the true structure of the Solar Wind models to a satisfactory level for data which
satisfied the assumptions made by the reconstruction process. The simulations were
tested for effects of noise due to measurement uncertainty in the power spectra and
were not found to be seriously affected by it. Stability of the reconstructions to
perturbations to the starting point for the reconstruction process was also tested
and they were found to be stable to such perturbations. These simulations were
used to arrive at useful estimates of the contributions of various sources of errors
and uncertainties to the x% for the global Solar Wind model fit.

8.2 Observations and analysis

8.2.1 The data-set

An extensive set of IPS observations with a good coverage of the equatorial belt
on the Sun was made using the Ooty Radio Telescope, India (ORT) at 327 M H z.
The data comprises of 5,418 observations of individual scintillating sources and
calibrators, spans ~ 5 Carrington rotations and used ~ 1,500 hrs of telescope time.
The observed sources were selected from the list of known scintillators which has
been built up at the ORT over the years. Most of the observations were confined
to a heliographic latitude range of £15° and an elongation range of 20°-80°. The
epoch of observation was close to the minima of the solar activity cycle (April to
August 1997) and overlaps with Carrington rotations 1921-1925. This data-set has
been used for tomographic reconstruction of the Solar Wind using our formulation.



8.2.2 Automated best fit uniform Solar Wind model esti-
mation

One of the achievements of this work has been to develop an automated procedure
for estimating the best fit uniform Solar Wind models for the observed power spectra
and demonstrate its effectiveness. The task of ‘fitting’ the spectra has traditionally
been done by visual examination. It is a rather tedious exercise and allows the
possibility of human errors and biases creeping in as it is difficult to maintain similar
levels of objectivity while handling large databases. The automated procedure, on
the other hand, provides a uniform objective criterion for fitting the spectra and
relieves the astronomers of considerable drudgery. Often, when IPS is used to study
the IPDs, only the disturbed spectra, which are a small fraction of the total number
of observed power spectra, are of interest. This procedure provides an efficient means
for picking out such observations as the IPDs spectra are expected to have significant
departures from the uniform Solar Wind and therefore have poorer fits or large x2.
The procedure thus provides a very useful tool for analysing large databases and
forms an integral part of the simulations mentioned above.

8.2.3 Results of tomographic reconstruction

While the simulations lead to stable reconstructions, we found that reconstructions
using the observed power spectra were not so stable. Though there were some
broad similarities between different reconstructions for the same Carrington rotation
which started from different starting simplexes, there were also significant differences
between them. Most of the reconstructions had similar values for the final global x?
and therefore they all seem equally believable according to the x? criteria. While
comparison of the reconstructions with Solar Wind velocity measured by WIND
did show some correlations, those with white light coronograph synoptic maps from
LASCO-SOHO did not show any obvious correlations. The considerable difference
in the nature of these measurements and IPS tomographic reconstruction should be
borne in mind while making these comparisons.

The failure of our formulation to achieve convincing unique solutions with real
data imply that some of the tomography assumptions are not valid and there are
considerable differences in the x? landscape for the observed and the simulated data.
The fact that the simulated data are insensitive to perturbations of the starting point
of the reconstruction process suggests the presence of a global minima which the
minimisation process descends into. Of course, because of the noise associated with
the reconstruction process itself, the reconstruction differs from the true model by
some amount, but all the different reconstructions tend to approach the true model.
The multiplicity of local minima for observed power spectra suggests that there are



basic differences between the simulated and observed data. A strong indicator of
the difference is that the global x? for the initial guess and the final reconstruction
is more than an order of magnitude larger for the observed power spectra than that
for the simulations The most likely reason for the differences is that while the data
for simulations was ‘manufactured’ to satisfy all the assumption, the observed data
does not adhere to these assumptions.

The assumption of little or no time evolution during the course of a solar rotation
is a rather demanding one. Though the our period of observations was close to the
minima, of solar activity cycle and would qualify as a ‘quite’ period according to most
criteria, we believe that significant time evolution took place during the course of a
Carrington rotation. While slow time evolution leads to the data-set being rendered
inconsistent for a tomographic reconstruction, the transients act like noise in the
data. If the x? due to these effects is comparable to or larger than the x? due to the
time invariant features, the final x? landscape may lead to a unique reconstruction,
besides the reconstruction arrived at may not reflect the true average structure of
the Solar Wind. The lack of stability of our reconstructions should be interpreted
as indicative of existence of non-unique solutions. SOHO-LASCO reported ~ 0.8
CMEs per day during our epoch of observations (St. Cyr et al., 2000). Given their
latitudinal distribution, our data-set would sample almost all of them and this could
be one of the many causes of inconsistencies in the data-set.

8.3 Radial evolution of Solar Wind

The dense coverage of the equatorial Solar Wind achieved in our data-set makes it
a useful data-base for studying the radial evolution of the Solar Wind properties.
We have studied the radial evolution of the Solar Wind velocity in this work. Our
work has revealed a trend for the average equatorial IPS velocities to decrease with
heliocentric distance. As this trend is different from expectations, we have performed
a careful analysis and are convinced that the observed decrease is not an artifact
due to the presence of some biases in the data-set or analysis procedure. The
IPS velocity measurements are heavily weighted in favour of structures which are
associated with significant amounts of turbulence (and hence higher C?), because
of the lo.s. weight function. The observed trend can, therefore, be explained by
the presence of structures which have higher levels of turbulence associated with
them and which decelerate as they propagate outwards. Coronograph observations
of CMEs during our epoch of observations (St. Cyr et al., 2000) show that IPDs
due to CMEs fulfil all these requirements and we believe that slowing down of IPDs
is the cause for the observed deceleration seen in the equatorial Solar Wind. We feel
that this effect has not been seen earlier because of the lack of a suitable data-set.



The weighting of IPS velocities by a function proportional to (dn.)* would also
explain why the average in-situ velocity measurements from spacecrafts, which are
not biased in this manner, may not show such a trend.

8.4 Future prospects of IPS tomography

8.4.1 Need for better S/N observations

IPS tomography aims at providing a global model for the distribution of Solar Wind
properties in the inner heliosphere using the observed IPS power spectra as the
constraints. For a good reconstruction it is necessary that the primary observable
which is used for the tomographic reconstruction has enough information about the
distribution of the Solar Wind which tomography can try to unravel. During the
course of this analysis, we realised that the uniform Solar Wind models provide an
adequate model for many of the observed power spectra primarily because most often
the sensitivity and the reliability of the observations are not sufficient to discern the
deviations from the uniform Solar Wind models.

Though the mean and the median x? for the best fit uniform Solar Wind model
to the observed power spectra are significantly less than unity (Section 5.5 and
Figure 5.3), their distribution shows a systematic increase in x? as the S/N of the
observed power spectra increases. The x? being a measure of the significance of
the deviations of the model from the data, this trend implies that as the S/N of
the power spectra improves, the significance of the deviations of the uniform Solar
Wind model from the observed spectra increases.

Therefore, in order to make measurements which are sensitive to the structure
in the Solar Wind, the S/N on the measurements of power spectra needs to be im-
proved. This can be achieved by a variety of means - observing for longer durations,
increasing the collecting area and the bandwidth of observations. The present IPS
data acquisition system at the Ooty Radio Telescope uses only 4 M H z of the total
12 M Hz of the signal bandwidth available, so an improvement of v/3 in S/N, while
maintaining the same observing duration, is achievable with a reasonable effort.

8.4.2 Tomography as a routine investigation tool

A fair amount of experience and insight was gained during this exercise about tomo-
graphic reconstruction using IPS data. We feel that though success in this exercise
offers lucrative results, rigorous tomography of the type we have attempted, is not
viable as a routine investigation tool. The assumption of little or no time evolution
during the course of the observations which is necessarily required by this exercise



is likely to met, if at all, for only very brief periods close to the minima of the solar
activity cycle. The observational effort required to obtain a data-set suited for a
tomographic reconstruction is enormous and necessarily requires a dedicated good
sensitivity telescope.

Given the fact that even in the quietest parts of the solar cycle CMEs launched at
the rate of about one per day, the problem of tomographic inversion will not become
any more amenable to a non-unique reconstruction even if higher S/N observations
are available. This bottleneck can be overcome only by ensuring that the entire
heliosphere is sampled adequately on time scales shorter time scales of its variations.
This cannot be achieved while being confined to the single vantage point of the Earth.
Space radio telescopes with large collecting areas spread, say, all along the Earth’s
orbit can reduce the time taken to sample the entire heliosphere substantially and
enable reliable tomography.

In spite of the bleak prospects of the success of rigorous IPS tomography, the
subject is sufficiently interesting and the information it can yield cannot be obtained
by any other means. It can certainly be used for qualitative estimates of the ap-
proximate 3D structure of the Solar Wind in conjunction with information from a
variety of other sources both close to the Sun and at 1 AU which can be used as
additional constraints.

Till the time we reach a stage where it takes much shorter durations to cover the
entire heliosphere, using the data from spacecrafts which can provide different per-
spectives of the heliosphere with sufficient S/N to be sensitive to the structure along
the TIPS [.0.s.s, this technique cannot be used as a routine means of investigation of
the Solar Wind.
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