
CHAPTER 10 

INTERFEROMETRY AND APERTURE 
SYNTHESIS 

Edward B. Fomalont and Melvyn C. H. Wright 

10.1 Basic Concepts 

10.1.1 The Need for High Resolution in a 
Telescope 

The resolution of a telescope has a dif-
fraction limit of AI D, where A is the ob-
serving wavelength and D is the aperture di-
ameter. The resolution of large optical tele-
scopes is limited to about a half arc second by 
atmospheric fluctuations, although the dif-
fraction limit is much sm aller. However, feir 
radio frequencies a diffraction limit of about 
1 arc minute at the highest radio frequencies 
is currently reached using filled-aperture 
telescopes. Further significant increase of the 
resolution of filled-aperture telescopes is not 
likely. 

Many sources of radio radiation are 
confined to small angular extents, and a 
resolution much higher is needed to help 
understand the physical processes in radio 
sources. The majority of extra-galactic radio 
sources are sm aller than 1 arc minute and 
some radio components have not yet been 
resolved « 3 X 10- 4 arc second) using 
intercontinental baselines. Radio emission 
in our galaxy, though resolved with filled-
aperture telescopes, nevertheless shows fine-
scale structure in the second of arc range. 
The study of spectral-line radiation associated 
with molecules in space also requires high-
resolution studies. Some maser emission 
regions are extremely smalI, and some of the 

larger c10uds of molecular emission show 
small spatial c1umps in their associated emis-
sion and absorption profiles. The mapping of 
hydrogen using the 21-cm transition fre-
quency is limited to the very nearest galaxies 
with a filled-aperture telescope. 
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The sensitivity for observations of con-
tinuum radiation is often Iimited, not by 
receiver noise, but by confusion. There is 
little usefulness in increasing the sensitivity 
beyond the point where more than one source 
is likely to be within the antenna beam. 
The density of sources is such that to reach 
the confusion limit of a large antenna with the 
best receivers requires a few minutes or less of 
integration time. Better sensitivity can be 
fully utilized only in connection with in-
creased resolution. 

The need for high resolution was recog-
nized with the first radio interferometers used 
in the late 1940's (Ryle and Vonberg, 1946; 
McCready et al., 1947). The work of Stanier 
(1950) showed that an interferometer could 
be used to measure the Fourier components of 
a brightness distribution, and developments 
by Ryle and co-workers in England and by 
Christiansen and Mills and co-workers in 
Australia (Ryle, 1952; Christiansen, 1953; 
Mills and Little, 1953) extended interfer-
ometry to multi-elements and movable ele-
ments. The detailed principle of aperture 
synthesis was formulated by Ryle and Hewish 
(1960). 
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Figure 10.1 Principle of aperture synthesis. (a) Filled aperture consisting of 16 eIemental areas. (b) 
Vectors indicating the 24 separations present in the filled aperture. (c) A "Tee" skeleton array consisting 
of 10 elemental areas and spanning the same mutual separations as the filled aperture. (d) A primitive 
array consisting of four stationary elements and six locations for one or more additional moveable 
elements. 

10.1.2 Aperture Synthesis Technique 

There are many methods of obtaining 
high resolution, and all involve the placing of 
receiving elements, suitably connected, over a 
large area. The speed at which a large aper-
ture is synthesized depends upon the arrange-
ment, the number, and the mobility of the 
elements. In the study of radio sources whose 
emission is not time-variable, it is not neces-
sary that the whole of the telescope aperture 
be present at the same time. Following Ryle 
and Hewish (1960), the principle behind 
aperture synthesis may be understood by 
considering the operation of a conventional, 
filled-aperture telescope, which may be regar-
ded as composed of N elemental areas as in 
Figure lü.l(a). For convenience a square 
aperture with N = 16 is taken. The signal in 
the nth area due to a source of emission is 

(10.1) 

where In is the amplitude of the signal and cf>n 
is the relative phase of the radiation. The 
relative phase over the aperture depends on 
the source direction. If the signals from the 
elements are added together vectorially (as, 
for example, by the feed at the focus of a 
parabolic reflector) and time-averaged, the 
power output is 

N N 
P rx t L L I j Ik cos( cf> j - cf>k) 

j= 1 k= 1 
N N-l N 

= t L 1/ + L L I j Ik cos( cf> j - cf>k) 
j=l j:1 k=j+l 

(10.2) 

The first term is proportional to the sum of 
the powers received by the elementary areas. 
The resolving power, which is related to how 
P changes with the direction of the source 
(and hence with cf>.), derives from the cross-
product terms. Each individual term can 
equally weIl be measured with just two ele-
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mentary areas in positions j and k. All the 
terms can accordingly be measured sequentially 
with only two elementary areas which can be 
moped about on the ground. The summation 01 
the cross products thus measured can be per-
lormed fater, e.g., in a digital computer. This is 
the principle of aperture synthesis: The two 
elementary areas can be used to synthesize the 
result of a measurement with the much larger 
area (the "synthesized aperture"). 

The term cp j - cpk can be written as 
(27T/>') Bjk ' s, where Bjk is the separation ofthe 
two elemental areas, s is a unit vector defining 
the source position, and >. is the wavelength 
of the radiation. 

Although there are N(N - 1)/2 cross-
product terms, many occur with redundancy. 
The aperture in Figure 1O.l(a) with 120 
cross-product terms has only 24 independent 
mutual separations, with highest redundancy 
occurring in the elose separations. These 
basic separations are shown in Figure 10.1(b). 

An array which contains all of the rela-
tive positions of a filled aperture is called a 
skeleton array. The "Tee" array in Figure 
1O.1(c) is an example. Only 10 element al areas 
are needed to span the filled rectangular 
aperture. More generally, if we decompose a 
square aperture into an (n x n) elemental 
area, the corresponding "Tee" skeleton array 
contains only 3n - 2 elemental areas. There 
are many examples of skeleton arrays; e.g., a 
ring-shaped configuration is a skeleton array 
for a filled circular aperture (Wild, 1967). 

The redundancy of the mutual separa-
tions for a skeleton array is, however, different 
than that for an equivalent filled aperture. 
This leads to a different beam pattern and 
sidelo be level. Also, the discrete nature of the 
mutual separations in a skeleton array leads 
to grating sldelobes. These properties are dis-
cussed in more detail in section 10.3. 

An aperture may be synthesized by phy-
sically moving elements on the ground to 
occupy in turn all relative positions that occur 
in the aperture. Thus even with a two-element 
interferometer, it is possible to span co m-
pletely a large aperture. Such arrays are called 
primitive arrays. For example, as seen in 

Figure 10.1 (d), the array of four fixed elements 
and one moveable element is able to synthe-
size the desired aperture with six locations 
of the moveable element. Alternatively, with 
two moveable elements, only three configura-
tions are necessary. The Cambridge 4C 
survey (Ryle, 1960) used a scheme where one 
arm of a "Tee" array was constructed and 
the other arm was obtained by moving a 
small element in a perpendicular direction. 
For these arrays the addition of the separate 
configurations are usually performed in a 
digital computer after the set of observation 
has been completed. 

One method, developed at Cambridge 
(e.g., Ryle, 1962), uses the rotation of the 
Earth to change the aspect of the array. This 
method is illustrated in Figure 10.2. As 
viewed from the radio source, the array 
(assumed to be a two-element interferometer 
oriented in the east-west direction) rotates 
through all possible orientations over a 
period of 12 hours. With Earth rotation an 
aperture can be synthesized using a relatively 
small number of elements aligned in one 
direction. A line aperture is obtained in-
stantaneously with the array, and this line 
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Figure 10.2 The rotation and foreshortening 
of a two-element east-west interferometer due to 
the rotation of the Earth as seen by an observer at 
thesource. 
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aperture is rotated by the Earth's rotation. 
The redundancy of the separations for a 

primitive array, as with a skeleton array, is 
different from that of the equivalently filled 
aperture. However, when performing the 
summation in a digital computer, an advan-
tage is that the different separations may be 
combined with any desired weighting. One 
can in this way compensate for the differences 
in redundancy and so make the resultant 
weighting correspond more c10sely to that of a 
filled aperture (see Section 10.3). 

For the most part we will concentrate on 
primitive arrays which utilize the Earth's 
rotation. Most of the newer or planned 
arrays are of this type. Often the arrays are 
built with elements aligned in one or in several 
directions, with moveable telescopes to fill in 
spacings along an array axis or to change the 
resolution ofthe array. 

The building block of all arrays, the two-
element interferometer, is discussed in the 
remainder of Section 10.1. The geometry 
needed for Earth rotation synthesis, the mea-
surement of the visibility function, effects of 
bandwidth, polarimetry, and a tabulation of 
useful formulae in the Appendix are dis-
cussed. In Section 10.2 a working interfer-
ometer is briefly discussed. Variations of the 
usual techniques are also covered. Aperture 
synthesis techniques and problems are re-
viewed in Section 10.3. Sensitivity problems 
are also discussed. Finally in Section 10.4 the 
inversion processes for obtaining maps of the 
source brightness from interferometric data 
are outlined. 

10.1.3 Two-Element Interferometer 

a) Response to a Point Source 

The two-element interferometer provides 
high resolution by correlating the signals of 
the two antennas. The correlation is normally 
achieved by the multiplication or addition of 
the signals, which produces a spatial modula-
tion of the primary beam of the antennas with 
interference fringes. In this way fine structure 
is introduced into the primary beam to in-
crease the resolution. 

The response of the system to a point 
source of monochromatic radiation of fre-
quency w or wavelength A is shown in Figure 
10.3. A voltage E proportional to the electric 
field caused by the source is generated at the 
feed of each telescope at slightly different 
times. This time difference is called the geo-

Diurnal 

rotion 

Radio source 

/8 

Response 
R(t) 

Figure 10.3 A simple two-element correlat-
ing interferometer. 

metric delay and is denoted by T. The voltages 
at the multiplier input are 

VI oc E cos (wt) 

V2 oc E cos [w(t - T)] (10.3) 

= Ecos (wt - 2:B cos 8) 
where B is the separation of the two antennas, 
A is the wavelength of the radiation, and 8 is 
the angle between the point source and the 
line joining the two antennas. The expression 
(BjA) cos 8, the interference term, gives the 
phase path-Iength difference of the radiation 
travel along the two possible paths. The 
diurnal motion of the Earth causes 8 to vary 
with time. The output, R(t), of the multiplier, 
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after a high-frequency term is rejected by a 
low pass filter, is 

R(t) rx. S cos C:B cos 1I(t)) (10.4) 

This is the basic equation of interferometry. 
The flux density, or power S, ofthe source has 
replaced E 2 • The fringe spacing is given by 
the angle which produces a change of one 
wavelength in the path-length difference. 

The phase path-length difference (BI}.) 
cos 11 can be more generally written as B· s, 
where B, the physical spacing, is equal to the 
element separation in wavelengths and its 
direction is that of the line joining the ele-
ments. * The direction to the source is given by 
the unit vectors. Equation(lO.4)then becomes 

R(t) rx. S cos (21T B·s(t» (10.5) 

The interference response of a two-ele-
ment interferometer can be pictured as a set 
of fixed quasi-sinusoidal fringes in the sky. 
The fringes are a function only of the inter-
ferometer separation. As the Earth rotates, a 
radio source travels through the fringe pat-
tern (i.e., 11 is a function of time), producing 
a quasi-sinusoidal response with aperiod 
determined by how quickly the term B·s(t) 
varies with time. Usually the antennas track 
the radio source (i.e., follow the radio source 
in its diurnal motion) so that maximum sensi-
tivity is obtained from the desired radio 
source. A graph of fringe sizes and other 
parameters associated with an interferometer 
are given in Appendix I at the end of this 
chapter. 

b) Fringe-Source Geometry 

In order to describe aperture synthesis 
which makes use of the Earth's rotation, it is 
necessary to determine the fringe-source ge-
ometry. The forms of the necessary formulae 
are complicated and depend on the adopted 
co ordinate system. The general relations will 
be derived here, and a list of the useful, 
working formulae are given in Appendix 11. 

* In order to avoid ambiguity, the baseline direc-
tion will be defined as a vector from telescope 2 
toward telescope 1. 

A useful quantity in interferometry is the 
projected spacing b of the physical baseline 
B as viewed from a radio source. The change 
of the projected spacing due to the rotation of 
the Earth is illustrated using Figure 10.2. The 
Earth is pictured as viewed by an observer at 
the radio source, and the projection of the 
baseline clearly changes as the Earth rotates. 
In this example of an interferometer oriented 
in the east-west direction the projected base-
line appears to rotate 1800 in a 12-hour period. 

Mathematically, the projected spacing b 
is given by 

b = sx(Bxs) = B - (s· B)s (10.6) 

and is equal to the physical baseline B less 
the component of B in the direction of the 
source, i.e., b is the projection of the physical 
baseline perpendicular to the source direc-
tion. Generally, the projected spacing is 
resolved into components along directions to 
the east and north, which are commonly 
denoted u and v, respectively. The resultant 
path described in the "(u-v)" plane produced 
as a source is tracked and is useful in under-
standing the methods of aperture synthesis. 
Equations and examples of (u-v) paths are 
shown in Appendix 11. 

c) Response to an Extended Source 

The response of a two-element interfer-
ometer to an extended source can be obtained 
by considering the source to be a collection of 
point images and summing their individual 
responses. Let B be the physical spacing of the 
interferometer and s a convenient coordinate 
near the source. This point is denoted as the 
phase center. Any other point can be denoted 
by s + a. If l( a) describes the brightness 
distribution (angular distribution of power), 
then the response to the extended source is 

R(t) = f da l(a) cos [21T B·(s(t) + a)] (10.7) 

which is the response to a point source, Equa-
tion (10.5), integrated over the source. The 
flux density S of the source is equal to 
J da l(a). In most astronomical applications 
the radio source is followed in its diurnal 
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motion by each antenna (tracked) so that 
1(0) is constant. 

The term 1(0) is the brightness distribu-
tion as, modified by the primary response 
(or beam pattern) of the individual antennas. 
If A(o) is the primary response and I'(o) the 
real brightness distribution, then 

1(0) = I'(o)'A(o) 

See Section 10.3.1. 

(10.8) 

Since the angular size of the region ob-
served is limited by the extent of the antenna 
response (typically less than one degree), the 
phase term in Equation (10.7) can be expan-
ded to first order for sufficient accuracy. 

B'(s + 0) B·s + B·o 

= B·s + b'o (10.9) 

Since 0 is nearly perpendicular to s, only 
the projected spacing b is used in the second 
term ofthe cosine. The response becomes 

00 

R(t) = f do/(0)cos[27TB's+ 27Tb'0] 
-co (10.10) 

This may be expanded into 
00 

R(t) = COS(27TB·s) f do/(0)cos(27Tb'0) 

CI) 

-sin (27TB's) f da 1(0) sin (27Tb'0) 

However, it is much easier to work with the 
more compact complex form 

00 

R(t) = exp{i27TB's(t)} f da 1(0) exp {i27Tb'0} 

Vexp {i27TB' set)} (10.11) 

where 
00 

V = f da 1(0) exp {i27Tb'0} 
-CI) 

and where the real part of the right-hand side 
is implied. The exponential term outside of 
the integral is identical to Equation (10.5), the 
response of a point source located at the phase 
center. The integral, denoted as the visibility 

function V, is acomplex number and gives 
the interference of the source. The amplitude 
of V is proportional to the amplitude of the 
fringe pattern and the argument of V equals 
the phase shift in the fringe pattern from that 
of the response to a point source at the phase 
center. 

From the form of Equation (10.l1) the 
visibility function is obviously the Fourier 
transform of the brightness distribution. For 
a simple extended source, such as a double, 
the visibility function has a simple depend-
ence on the projected spacing, and the 
separation and relative strengths of the two 
components of the double may be found by 
fitting such a model to the observed visibility 
function. Visibility functions corresponding 
to simple models are given in Appendix In. 
For more complicated sources the emission 
may be recovered from the observed re-
sponse by perfonning the inverse Fourier 
transform 

00 

1(0) = f db V(b) exp {-i27Tb'0} (10.12) 
-co 

Such a transform would be straightforward if 
the visibility function could be measured at all 
projected spacings. This is impossible, and 
the methods for extracting I from V for in-
complete and discrete coverage are discussed 
in Section 10.4. Since the brightness distribu-
tion is areal function, 1*(0) = 1(0), where 
(*) denotes the complex conjugate. It is easily 
shown that V( - b) = V*(b). That is, we need 
only measure the visibility function over half 
of the projected spacing plane. 

It is COlnmon to use a Cartesian coordi-
nate system, moving at the diurnal rate, in the 
neighborhood ofthe source. Let s = (cc,S) and 
o = (x,y), where x is an eastward displace-
ment from cc, and y is a northern displacement 
from S. With such a coordinate system, and 
the convention that the phase increases for a 
source displacement toward the north and 
east, we get 

V(u,u) = f dx f dy I(x,y) exp { + i27T(UX + vy)} 

(10.13) 
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I(x,y) = f du f dv V(u,v) exp {-i21T(UX +VY)} 
(10.14) 

The effect of the curvature of the sky plane is 
generally insignificant. 

d) Effeet of Bandwidth 

F or most astronomical applications wide-
frequency bandwidths are desired to increase 
the signal-to-noise ratio. The response of a 
two-element interferometer with a frequency 
response given by (X( w), the bandwidth func-
tion, can be obtained from Equation (10.4): 

R(t) oc S f dw (X(w) cos (W'T) (10.15) 

where W'T = 21TB's = 21T(BI>') cos 8. If the 
bandwidth function extends over Llw where 
Llw > 1;'" then the path-length change 
across the frequency band is sufficient to 
cause a loss of correlation. 

Coherence across the frequency band is 
achieved by the insertion of time delay 'TD 

(Ble) cos 8 in one or both arms of the inter-
ferometer to approximately equalize the path-
length over both paths to the multiplier. The 
amount of delay must be changed to compen-
sate for the variation of the geometric delay 
as the source is tracked. Each change of delay 
pro duces a phase jump in the output. In the 
simple interferometer in Figure 10.3 a con-
tinuously varying delay which exactly com-
pensates for the geometric delay would lead 
to a constant response. A more detailed de-
scription of delay tracking and its. effects is 
given in Section 10.2. 

e) Interferometric Polarimetry 

In general, radiation is polarized and the 
measurement ofthe polarization parameters is 
important in the understanding of the emis-
sion mechanisms. A description of polarized 
radiation is given by Chandrasekhar (1950), 
Cohen (1958), and Kraus (1966), and the 
application to interferometry is e1ucidated by 
Morris, Radhakrishnan, and Seie1stad (1964), 
Conway and Kronberg (I 969), and Weiler 
(1973). The electric field associated with a 
beam of monochromatic radiation of angular 
frequency w can be written as 

E = ex Ex cos (wt) + ey Ey cos (wt - S) 
(10.16) 

where Ex and Ey are the electric field ampli-
tudes in the x and y directions (ex, ey) and S 
is the phase difference between the two or-
thogonal modes. Any receptor of radiation 
(feed) is sensitive to only one of the two 
orthogonal modes of radiation [Equation 
(10.16) is only one of a possible set of these 
modes] and thus intercepts only that com-
ponent of the radiation. 

The radiation is coherently polarized if 
Ex, Ey, and S remain constant over a long 
period of time. However, the radiation from 
most celestial objects is produced by a large 
number of independent radiators, and the 
resultant electric field from the ensemble 
varies randomly with time. 

However, the fluctuations of Ex and Ey, 
although random, may be correlated. Such a 
beam of radiation is said to be polarized. For 
example, the synchrotron radiation emitted 
by a collection of electrons confined to plan ar 
orbits is partially polarized. The electric field 
for a noncoherent partially polarized beam of 
radiation written in vector complex form can 
be described by four parameters: 

E = {ex Eo (cos ß cos x-i sin ß sin x) 

+ey Eo (cos ß sin x + i sin ß cos x) 
+Eu} eiwt (10.17) 

where Eo is the amplitude of the electric fie1d 
of the polarized radiation, ß is the ellipticity, * 
and X is the position angle. The amplitude of 
the unpolarized part of the radiation is Eu; 
its phase and direction are random. The pa-
rameters Eo, ß, and X can be written in terms 
of Ex, Ey (here Ex and Ey refer only to the 
polarized part of the radiation), and S in 
Equation (10.16) (see Chandrasekhar, 1950, 
p.26). 

The characteristic of partially polarized 
noncoherent radiation is most commonly 

* If ß > 0, the radiation is said to be Ieft-hand 
eIIipticaIly poIarized. If ß < 0, it is right-hand eIIipti-
cally poIarized. Left-hand poIarization means a clock-
wise rotation of the eIectric vector with the wave 
approaching. 
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described in terms of the four Stokes intensity 
parameters I, Q, U, and V. These are defined 
by the following relations: 

I = total intensity of radiation 
= <Eo2 ) + <IEu2 1) 
= <Ex2 ) + <Ey 2) + <IEu21) 

Q = linearly polarized intensity 
= <Eo2 ) cos 2ß cos 2x 
= <Ex2 ) _ <Ey 2) 

U = linearly polarized intensity 
= <Eo 2 ) cos 2ß sin 2x 
= <Ex Ey) cos 0 

V = circularly polarized intensity 
= <Eo2 ) sin 2ß 
= <Ex Ey) sin 0 

(10.18) 

The Stokes parameters are defined in terms of 
r.m.s. time averages of the electric field com-
ponents. 

The response to the radiation wiII depend 
on the orientation and elIipticity of the feed. A 
dipole parallel to the x-axis will respond only 
to the x-component of the radiation and 
measures !(l + Q). Rotation of the dipole to 
the y-direction wiII change the response to the 
y-component of the radiation and measure 
!(I - Q). 

The response of an interferometer with 
arbitrary feed characteristics can also be 
expressed in terms of Stokes parameters, and 
specific examples are also given in Appendix 
IV. Since all the Stokes parameters are inten-
sity parameters, the brightness distribution 
of Q(a), U(a), and V(a) can be found in the 
same way as the total intensity, I(a). In most 
cases we wi\l discuss explicitly the interferom-
etry of the total intensity, but the term l(a) 
can be replaced by a sum ef the various Stokes 
parameters F(l,Q,U, V;a) where F depends 
on the feed configuration. 

10.2 A Working Interferometer 

10.2.1 A Complete System 

A block diagram of a working interferom-
eter and the response of the system are shown 

in Figure 10.4. The diagram is complex and 
includes the major components of a complete 
system. The response in mathematical 
to incoming radiation at various stages IS 

shown. Only the phase behavior of the system 
is incorporated into the equations. The gain 
factors for the system are neglected. Error 
terms related to cable length changes, tem-
perature effects, etc., have not been included. 

The major difference from the simplified 
system in Figure 10.3 is the conversion of the 
observed radio frequency (RF) to an inter-
mediate frequency (IF) using a standard 
heterodyne process with a coherent local oscil-
lator (LO). With this conversion most of the 
path over which the signals are joined is at a 
moderately low frequency, where cable losses 
are sm aller, path-length changes due to exter-
nal variations are smaller, and electronic 
components are less expensive. In addition, a 
change of observing frequency requires only a 
change of components in front of the hetero-
dyning stage and in the LO frequency. 

A description of the technical aspects of 
an interferometer has been given by Read 
(1963) and Swenson (1969) and will not be 
repeated here. Some obvious requirements 
and the function of various components are 
given below: 

(I) A low-noise RF amplifier. The sensitivity 
of most systems is limited by the noise 
generated in the RF amplifier. A large 
gain is also desirable to decrease the effect 
of noise generated by following stages. 

(2) A stable heterodyne process. The RF 
signal is converted to an IF signal by 
mixing (multiplying) the RF signal with a 
strong LO signal. In order to preserve the 
RF signal characteristics in the IF signal, 
the LO signal must be monochromatic and 
the phase relationship of the LO signal at 
each mixer must be coherent. Coherence 
is difficult to obtain over a distance of 
more than ,..., 10 km. A term cf>(t) has been 
included in the LO signal se nt to the mixer 
of antenna #2. Phase errors in the 
interferometer system and system modifi-
cations such as lobe rotation can be 
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Figure 10.4 The schematic working diagram of the response of an interferometer. 
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understood in terms ofthe behavior of <p(t). 
With a heterodyne process two RF fre-
quencies (sidebands) are superimposed 
when converted to an IF frequency WIF-

The upper sideband has a frequency of 
Wo + WIF' and a lower sideband has a 
frequency of Wo - WIF' For many astro-
nomical applications both sidebands are 
used; however, one sideband may be 
rejected by placing an appropriate filter in 
the RF line. 

(3) IF system. Amplification is needed to 
increase the signals for subsequent pro-
cessing. A filter is also needed to reject the 
high-frequency signal and to limit the IF 
frequency range within the specifications 
ofthe multiplier, delay lines, and IF ampli-
fier bandpass. For spectral line work, 
narrow-band filters mayaIso be present. A 
variable delay !ine, usually consisting of a 
binary series of lengths of cable, is placed 
in one or both of the IF lines to equalize 
the travel time of the radiation via the two 
possible paths. The insertion of delay TD 

is shown in the response of antenna #2." 
(4) Multiplication and terminal processing. 

The signals from each antenna are multi-
plied and the high-frequency response 
(w - wo)2t is rejected by a low-pass filter. 
The subsequent monochromatic response 
is given in two forms in Figure 10.4. 

10.2.2 Bandwidth Effects 

a) Response 

The response after multiplication and 
filtering is that for a monochromatic signal 
within the system bandwidth. The bandwidth 
is usually determined by IF filtering, but can 
be affected by a limited bandwidth in any part 
ofthe system. Ifthe bandwidth function ofthe 
response is denoted by o::(w - w o)* (a complex 
quantity), the resulting response is given at the 
bottom of Figure 10.4. The average IF fre-

* The term IX (w - wo) is the bandwidth of the 
system in terms of the input RF frequencies. For a 
double sideband system IX (w - wo) extends above and 
beIow the LO frequency wo, although the sidebands 
are folded together in the IF conversion. 

quency weighted by the bandwidth function is 
wIF' The term ß( TD - T(t)) is called the fringe 
washing function and is the complex Fourier 
transform of 0::( W - wo); see Appendix V. 

b) Delay Tracking 

We have already alluded to the loss of 
coherence over a large bandwidth in Section 
10.1. The difference in the time of travel from 
the source via the two possible paths !1T == TD 

- T(t) must be made smaller than the recip-
rocal bandwidth; otherwise ß(!1T) will be sig-
nificantly less than unity. At present there is 
no technically feasible method for obtaining a 
continuously variable delay line; a binary 
array, usually driven by a computer, sets 
TD T(t) within the stepping interval of the 
delay. Unfortunately, in a single sideband 
system a discrete change of TD pro duces a 
phase jump equal to WIF !1T in the response, 
which disturbs the sinusoidal output. Three 
solutions are possible: (1) Change TD in steps 
of 27T / WIF so that all of the phase jumps are 27T 
at the center of the IF band. However, signifi-
cant losses occur unless the bandwidth is much 
less than WIF' (2) Change TD in very small steps 
so that each phase jump is small. (3) Compen-
sate for the phase change due to the delay 
step in the IF !ine by a phase-adding device. 

For observations of continuum radiation 
where there is no fundamental diffen:nce 
between the two sidebands, the use of a double 
sideband system avoids the problem of phase 
jumps caused by delay tracking. The phase 
jump for each sideband is in the opposite 
direction and hence they cancel each other 
for a double sideband system, i.e., WIF = 0 
for a balanced double sideband system. 

10.2.3 Calibrations 

The complete response R(t) of a two-
element interferometer to an extended source 
of radiation (see Equation 10.11) is 

R(t) Re {ß(!1T) V(b) exp i{27TB's(t)+ <p(t)}} 

(10.19) 

where ß is the fringe washing function, !1T is 
the time delay difference in the two paths 
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[TO - T(t)], V is the visibility function, b is the 
projected baseline, B is the physical baseline, 
set) is the unit vector to the source, and 
q,(t) is a phase term containing lobe rotation 
and other deliberate phase modifications as 
weIl as random phase errors. In this section 
we shall assurne that the delay is accurately 
tracked and that ß is unity. 

The response and the precise time as weIl 
as other useful parameters are sampled by a 
computer, and the apparent visibility func-
tion is determined by fitting the response to 
the form exp i {27TB· s(t)}. The apparent visi-
bility function must then be corrected for 
certain instrumental effects. 

Nearly all corrections to the observed 
response are determined by the use of radio 
sources known as calibrators. Generally 
are point sources (a source of emission with 
an angular size much less than a fringe 
separation) of known flux density, position, 
and polarization. The calibrators are ob-
served periodically, and certain system param-
eters are adjusted so that the correct values 
of flux density, polarization, and zero phase 
are obtained for these sourees. The same (or 
interpolated) adjustments are made to all 
observations, i.e., the apparent visibility 
functions are corrected in the same way. 
There are four basic calibrations for con-
tinuum measurements to determine the instru-
mental parameters: gain, baseline, phase, and 
polarization. 

The gain calibration is the determination 
of the ratio of the flux density of the calibra-
tors to the correlated amplitude of the re-
sponse. All of the electronic components 
shown in Figure 10.4 have some variation of 
gain with time, and the observation of a 
source of known flux density every few hours 
or days (depending on the overall ga in sta-
bility of the system) is needed to follow the 
variations. Often the system is equipped with 
an automatie level control which holds the IF 
power constant at some late stage of the 
system. An increase in the system noise tem-
perature then leads to a reduction in the 
amplitude of the signals, and observation of 
calibrators is still required to monitor ampli-

tude fluctuations. Other systematic gain 
changes must be applied before a satisfactory 
time dependence of gain can be obtained, 
such as the effects of the filter responses, 
atmospheric attenuation, antenna efficiency 
as a function of elevation, added system noise 
temperature due to a strong source or ground 
radiation pick-up, and loss of coherence with 
various delay elements. Determination of the 
gain to an accuracy of several percent is 
frequently achieved. 

An apriori baseline B is used to fit the 
interferometer response to a computed fringe 
pattern. The baseline cannot be surveyed 
accurately enough [better than (1/100) of a 
wavelength] and must be determined by the 
calibration process. Point sources of accu-
rately known position are observed over a 
wide range of hour angle and declination, and 
the systematic variation of the visibility phase 
response with hour angle and declination is 
used to determine a more accurate baseline 
value. Phase drifts in the system response and 
errors in the assumed source positions are 
detrimental to a good baseline determination. 

The baseline separation between two 
telescopes is equal to the vector joining their 
respective phase centers, which are usually 
near the focal points of the telescopes. Most 
telescopes are built with intersecting axes of 
motion so that the phase center remains at a 
fixed distance from the intersection regardless 
of the pointing direction. Thus, the baseline 
separation B is independent of the pointing 
position. Even if the antennas are moved 
slightly off position, the phase center defined 
by the source radiation does not move. The 
amplitude of the response to the source will 
decrease, but the phase of the sinusoidal re-
sponse is unaltered. For nonidentical antennas 
with nonintersecting axes, the baseline sepa-
ration is a function of source direction. The 
geometry has been worked out by Wade (1970) 
for a nonintersecting equatorial mount. 

For telescopes with intersecting axes, the 
baseline error is due to the uncertainties in 
the mutual positions of the antennas. Since 
many arrays use moveable antennas, exact 
positions cannot be determined beforehand. 
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From Equation (10.19) the expected variation 
in phase over the sky is LlB· s, where LlB is a 
constant. Observations of at least four 
sourees; and preferably several tens of sources 
for adequate redundancy, are needed to deter-
mine the three coordinates of LlB and a phase 
offset. 

Once an ace urate baseline separation has 
been obtained, the phase behavior (after 
known phase modifications are considered) 
of the system cp(t) can be followed by ob-
serving calibrators as often as necessary. 

Before the above phase calibrations can 
be made, systematic phase variations due to 
the delay in the atmosphere must first be con-
sidered. If the antennas are at different e1eva-
tions, the two radiation paths go through 
different amounts of atmosphere, causing a 
phase change as a function of source position 
and ground weather conditions. The resultant 
phase correction, which depends on the 
refractive index, can be ca1culated. In the 
plane-paraBel approximation the troposphere 
produces no additional phase change. Al-
though the position of a source can be changed 
by many are minutes by refraction, the phase 
path length between the two telescopes is 
unaffected. For observations at low elevation, 
the spherical nature of the troposphere must 
be considered, and a phase correction de-
pendent on gross atmospheric properties is 
needed. This correction is significant for 
element separations greater than ""'1 km 
(Hinder and Ryle, 1971), corresponding to a 
typical tropospheric scale size. Also, short-
term phase tluctuations occur, mainly due to 
water vapor, which gives rise to path-length 
changes of a few millimeters. These short-term 
tluctuations are due to smaIl-scale irregulari-
ties of size ;S 1 km and cannot be effectively 
calibrated. 

The polarization response F(!, Q, U, V;a) 
of an interferometer is given in Appendix IV. 
The feed alignment and ellipticity cannot be 
accurately measured, so observations of 
calibrators with known polarization values 
are used. The details of the calibration process 
depend on the type of polarization desired 
and the feed configurations. The polarization 

response also vafies over the primary beam 
and can be ca1culated in some cases and may 
vary somewhat with the telescope pointing. 

10.2.4 Modifications to the Basic 
Interferometer 

There are many modifications to the 
basic interferometer system. Some systems 
use several intermediate frequencies, each 
produced by an independent local oscillator. 
This is often done for convenience (e.g., using 
a 300-MHz IF system with delays designed 
for 10 MHz), but is also used to adjust the 
output in a prescribed manner. Many systems 
use complicated LO chains for greater 
frequency versatility and phase-compensating 
systems. Four modifications-Iobe rotation, 
spectral-Iine interferometry, very-Iong-base-
line (VLB) interferometry, and intensity 
interferometry-will be discussed in some 
detail. 

a) Lobe Rotation 

The frequency of the interferometer 
response (the fringe frequency) can be con-
sidered as the carrier frequency for the signal 
(the visibility function). The rate of change of 
the visibility function is proportional to the 
rate of change of the projected spacing, 
whereas the fringe rate is proportional to u, 
the east-west projected spacing. At times the 
fringe frequency is less than that associated 
with the visibility change and information 
can be lost. Also, the variation of the fringe 
frequency with baseline separation and 
source position is a nuisance in the data 
analysis; the frequency dependence of the 
system must be accurately calibrated and the 
data must be sampled at least two times a 
fringe period. 

One method of arbitrarily chan ging the 
fringe frequency is the addition of a varying 
phase, usually controBed by a computer, to 
one side of the interferometer. The additional 
phase can be added in the RF, LO, or IF lines 
using a phase rotation capacitor device or by a 
deliberate offset ofthe local oscillator signal to 
one anten na (Read, 1963). The response then 
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has the time dependence to Wrp may be recovered as 

cos (27TB's(t) + <p(t)) (10.20) 

Often <p(t) is set equal to -27TB's(t) + Qt, 
where Q is the constant fringe frequency, 
independent of baseline or source position. 
For multi-element arrays it is not possible to 
obtain the same fringe frequency for all cor-
related pairs, although the time-dependent 
term can be subtracted. The Westerbork syn-
thesis telescope in the Netherlands uses a 
system in which the fringe rate is zero. Special 
switching techniques are then necessary to 
avoid a slow drifting of the response and to 
measure the real and imaginary parts of the 
visibility function (Casse and Muller, 1973). 

b) Spectraf-Line Intelferometry 

The discovery of many radio-frequency 
lines has made spectral-line interferometry 
necessary in order to achieve high angular 
resolution, especially for low-frequency lines. 
The frequency (velocity) dependence of many 
sources of li ne radiation is complicated, and 
complete observations require many channels 
of narrow bandwidths (1 kHz to 1 MHz) to 
adequately cover the relevant radiation. 

Two methods are used to obtain high 
spectral resolution. First, two sets of matched 
filters are introduced, one into each IF line 
(see Figure 1O.5a). Each filter pro duces a 
separate output, which is individually multi-
plied with the other matched filter (Rogstad 
et af., 1967). The response of each filter pair 
is identical to that of a broad-band interfer-
ometer and is a direct measure of the vi si-
bility function averaged over the filter band-
width. 

Another method of obtaining high 
spectral resolution uses the multiplication of 
the broad-band signal with many large delay 
intervals (Baldwin et af., 1971). The analogue 
procedure is shown in Figure 1O.5(b). The 
output from each correlator is proportional 
to ß(k/::"T), k = -N :::; 0 :::; N, where /::"T is 
the delay interval step and N/::"T is the total 
delay range in the correlation. Since the band-
pass is the Fourier transform of the fringe 
washing function ß, the band pass with respect 

N 
a(l/::"w) = L ß(k/::"T) exp {i7T!kjN}; 

k;-N 

-N :::; f:::; N (10.21) 

The resolution is /::,.W ::::: (N/::"T)-1 and the 
aliasing frequency is W A ::::: /::"T -1; so that the 
response is given by 

co 

a'(w) = L a(w + nWA) 
11;;::; - 00 

where n is an integer. The aliasing can be 
avoided by placing filters in the IF lines to 
limit the IF bandwidth range to less than w A' 

The filter shape corresponding to the simple 
sum in Equation (10.21) is 

sin (N/::"TW) 
(N/::"TW) 

(10.22) 

This filter has the undesirable property of 
high sidelobes. Convolution with a Gaussian 
function [produced by multiplying ß (k/::"T) by 
a Gaussian] or hanning will reduce the side-
lobe level but increase the resolution size /::"w. 

The same procedure can be obtained 
from a digital cross-correlator. Several 
seconds of IF signals from each element are 
stored and subsequently multiplied with 
various time-delay offsets /::"T to obtain 
ß(k/::"T). 

Normal operation of the spectral-line 
interferometer is single sideband. The rejec-
tion of one sideband is usually obtained by a 
band pass filter in the RF line of each antenna. 
The bandpass of a( w) is the product of the 
system band pass and the radiation from the 
source. The system band pass can be mea-
sured experimentally or determined from 
observations of a calibrator source with no 
line radiation in the frequency range. 

An interesting technique for spectral-
line observations is that of a double sideband 
system operating with a deliberate delay 
offset so that the two sidebands cancel (Rad-
hakrishnan et af., 1971). This occurs when 
ß( T D - T(t)) = O. If the upper and lower 
sidebands are identical in frequency charac-
teristics and the delay tracking is accurate, the 



Interferometry and Aperture Synthesis 269 

Ifline#1 If line # 2 
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If line # 1 Ifline#2 

(b) ( 

Figure 10.5 Spectral-line receivers. (a) A conventional filter bank receiver. eb) Cross-correlation 
spectrometer with correlation at various delay intervals. 

output response is proportional to the differ-
ence of radiation between the two sidebands. 
The result is a null experiment, unless there is 
line radiation in either sideband. 

c) Very-Long-Baseline Intelferometry 

As baselines are increased, the major 
problem is the maintenance of LO stability 
between the elements. Over moderate dis-
tances of about 100 km, radio links have been 
used to transport the local oscillator signals 
and IF responses. However, unless sophisti-
cated path-length compensation schemes are 

used, the phase change cf;(t) of the response 
can vary unpredictably (Elgaroy et al., 1962; 
Basart et al., 1970). 

For very-Iong-baseline (VLB) interfer-
ometry independent local oscillators are 
used at each element. This technique is now 
possible, with the advent of very accurate 
frequency standards which use the discrete 
atomic energy transitions (cf. Cohen, 1969). 
In order to obtain a phase stable response, the 
error in the LO phase, cf;(t), must remain 
constant within a radian. For observations at 
10 cm, for example, stability over 15 minutes 
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requires an oscillator stability of 1 part in 3 x 
109 Hz X 103 sec:::::: 1 part in 1012 .5 • Such 
stability can be obtained using hydrogen 
masers as frequency standards. 

The IF output of each element is recorded 
separatelyon a high-speed analogue or digital 
recording device. Systems are currently 
available in which 107 bits of information can 
be recorded each second, thereby permitting 
bandwidths of several megahertz to be prop-
erly sampled. The two IF responses are then 
multiplied in a digital computer or on a 
special analogue device. The IF responses 
must be lined up with the proper time delay 
before multiplication. This requires a timing 
accuracy of ab out 10- 6 sec for a bandwidth of 
1 MHz. Otherwise, the fringe washing func-
tion ß( TD - T(t)) will be much less than 1. 

For the reduction of VLB data the ob-
served response is fitted to the form of Equa-
ti on (10.19) in the same way as a conventional 
interferometer. Because of baseline inaccura-
eies, source position errors, timing errors, and 
oscillator drift, the delay may be significantly 
in error, causing loss of correlation. Also, error 
in the ca1culated fringe rate may limit the 
integration time. The response is therefore 
fitted using a range of delay offsets and fringe 
frequencies around the nominal values. The 
maximum amplitude obtained is proportional 
to the visibility amplitude of the source. The 
visibility phase can be measured only when 
baseline errors and dock drifts are also 
accurately determined. 

A systematic analysis of the fringe fre-
quency and the time-delay measurements for 
observations of sources can be used to obtain 
a more accurate baseline separation and 
improved source positions. Such an analysis is 
described by Cohen and Shaffer (1971) using 
an equation similar to that given in the 
Appendix for the fringe frequency and time 
delay. Two modifications are needed. Firstly, 
since the time delay is many milliseconds 
between two distant telescopes, there is a 
substantial change of the baseline separation 
during this time. A "retarded" rather than an 
instantaneous baseline must be used. Sec-
ondly, a relativistic correction caused by the 

large mutual velocity of the telescopes is 
necessary. Source positions of 0.1 arc second 
accuracy are now being obtained by using the 
fringe frequency and time delay. 

One method for improved accuracy of 
VLB interferometry is by the observation of 
several sources or frequencies simultaneously. 
The relative visibility functions among the 
sources or frequencies can be obtained even 
with inaccurate baselines and source posi-
tions, and sizeable oscillator drifts. Accurate 
maps of complicated regions of small-diam-
eter OH and H 20 emission regions have 
been obtained in this way (cf. Moran et al., 
1968). For continuum observations four-
antenna experiments using two distant ob-
servatories, each with two antennas, have been 
successful. Two different sources are observed 
with each VLB interferometer, but the same 
local oscillator is used at each location, and 
the two responses are recorded simultaneously 
on the same device. Most of the gross baseline 
errors, oscillator errors, and position errors 
are cancelled by the technique. 

The ultimate measurement of positions 
in the order of milliseconds of arc will require 
a careful calibration, understanding, and 
measurement of many effects: continental 
drift, Earth tides, precision rotation of the 
Earth, atmospheric and ionospheric path-
length changes, and relativistic bending of 
radio waves. All of these effects are significant 
at the millisecond of arc level. 

d) Intensity Interferometry 

Hanbury Brown and Twiss (cf. Hanbury 
Brown, 1968) recognized that it is not neces-
sary to have a phase stable system for an 
interferometer. In an intensity interferometer 
the RF signals from each antenna are mixed 
with two incoherent LO signals, with the 
resulting lack of phase stability in the IF 
signals. The separate signals are each detected 
and then multiplied together. Although 
no phase relationship exists between the two 
outputs, some correlation is obtained because 
of common intensity fiuctuations in each 
output. 

An analysis of the response for an inten-
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sity interferometer has been given by Brace-
weil (1958) and MacPhie (1966). The response 
is proportional to the square of the visibility 
amplitude and all phase information is lost, 
although some phase behavior can be re-
covered with multi-element intensity inter-
ferometry. 

The signal-to-noise ratio for an intensity 
interferometer is much lower than that for a 
correlating interferometer. The general for-
mulae have been considered by Clark (1968). 
The loss of signal-to-noise is related to the 
bandwidth of the fringe power. For a corre-
lating interferometer with perfeet phase 
stability [i.e., = 0], all of the correlated 
power falls within a narrow frequency range 
(1fT), where Tis the length ofthe observation. 
Only the noise falling within that pass band 
need be associated with the measurement. For 
an intensity interferometer the fringe power is 
spread over the entire frequency range of 
several megahertz determined by the detector 
and the resulting noise is thus much larger. 
Before the use of hydrogen masers as oscilla-
tor standards, the sensitivity of VLB observa-
tions was also limited because of random 
fluctuations in the phase stability, which 
broadened the fringe frequency range con-
siderably. 

10.3 Aperture Synthesis 

10.3.1 Filled and Unfilled Aperture Beams 

In Section 10.1 we alluded to so me of the 
different characteristics between the be am of 
a filled aperture and the beam of a synthesis 
instrument. Most of the differences are 
Faused by incomplete and discrete coverage of 
the (u,v) plane with aperture synthesis instru-
ments. 

Most telescopes can be described in 
terms of an aperture plane on which currents 
are induced by the incoming radiation (Kraus, 
1966, Chapter 6; Christi ansen and Högbom, 
1969, Chapter 3). The voltage pattern of 
the aperture plane is given by 

= f dx exp {-i27TX'0'} g(x) (10.23) 
aperture 

where 0' is the dii:ection of the response with 
respect to the direction of the pointing axis. 
The term g(x) is the aperture distribution 
(grading) and gives the relative response over 
the aperture. The aperture distribution de-
pends on the characteristics of the antenna 
surface and the illumination by the feed. 

The power pattern A(O') == is 
given by 

A(O') = fdxexP{-i27TX.0'}h(x) (10.24) 

with 

hex) == f dx' g(x') g*(x - x') (10.25) 

where hex) is called the transfer function. It 
is a measure of the density of mutual spacings 
in the aperture. An example of the above 
quantities for a filled-aperture radio-telescope 
is shown in Figure 10.6. 

The above analysis is identical for an 
array; however, the aperture distribution is 
now produced by many spatially separated 
antennas, each associated with an element of 
the array. In the case of an array with a total 
set of mutual separations b j' j = 1,"', N 
and with identical antennas each of grading 
gA(X) and transfer function hA(x), the transfer 
function ofthe array is 

and 

N 
hex) = I hA (x - b) 

j-I 

N 

(10.26) 

P(O') = A(O') Iexp{ -i27Tb j '0'} (10.27) 
j=1 

where P(O') is the power pattern for the array 
and A(O') is the power pattern for the ele-
mental antenna. 

The aperture functions for two linear 
arrays are also shown in Figure 10.6. The first 
array consists of seven identical equally 
spaced elements with an overall size equal to 
that of the filled aperture. The envelope of the 
shape of the transfer function is similar to 
that of the filled aperture and the central 
peaks of the power patterns are about the 
same width. The discrete spacings (stepping 
interval) of the array produce grating re-
sponses (images) that are attenuated by the 
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Figure 10.6 The aperture distribution, transfer function, and power pattern for: (a) a radio tele-
scope, (b) an array with equally spaced elements, (c) a minimum redundancy array (placing four ele-
ments in such a way so as to obtain six nonredundant spacings). 

elemental power pattern. For a multiplying 
interferometer the zero spacing (self-correlat-
ing pairs) is not obtained. 

The second array contains only four 
elements but they are placed in such a way 
that the same six mutual separations of the 
previous array are measured. This type of an 
array is called a minimum redundancy array 
(Moffet, 1968). The envelope of this transfer 
function is more uniform and corresponds to a 
filled aperture strongly illuminated at the 
edge. The central beamwidth is narrower than 
the previous array, but the sidelobe level 
[wiggles in P(a)] is larger because of the 
sharper cut-off in the transfer function. The 
grating response, a function of the stepping 
interval, is similar to the previous array. 

Neglecting the power pattern of the 
individual elements, the synthesized beam 
of an array is 

or 

N 
P(a) = L exp { -i21Tbj ·a} Wj (10.28) 

j=1 

N 

P(x,y) = L exp { - i21T(UX + vy)} wj (10.29) 
)=1 

in rectangular coordinates. The weighting W j 

of each data point has been incorporated into 

the equations. If the data for each telescope 
pair are individually combined in a computer, 
the weighting may be chosen to modify the 
envelope of the transfer function. The opti-
mum weighting depends on sidelobe level and 
signal-to-noise considerations. 

The output of a synthesis array is a set of 
visibility functions V(u j'v), and the resultant 
brightness distribution (cf. Equation 10.14) is 

N 

l(x,y) = L V(uj,Vj ) exp {-i21T(UjX + VjY} Wj 
j=1 (10.30) 

The synthesized beam is thus the brightness 
distribution obtained by observing a point 
source. The observed brightness distribution 
is the convolution of the true brightness 
distribution with the synthesized beam. 

A skeleton array contains all of the 
desired mutual separations at any instant so 
that it is not necessary to track a radio source 
in order to obtain a reasonable synthesized 
beam. The visibility functions are then trans-
formed to obtain the brightness distribution. 
For a primitive array the necessary baselines 
are obtained by moving some of the elements 
and/or utilizing the rotation of the Earth. For 
both types of arrays the properties of the 
synthesized beams are discussed in the next 
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section. Explicit illustrations of skeleton 
arrays and their responses are given in Chris-
tiansen and Högbom (1969). 

The visibility functions are obtained by 
averaging the quasi-sinusoidal response of 
each inteferometer pair. The averaging dura-
ti on should not exceed the time for which the 
visibility function significantly changes. This 
depends on the angular size of the radio 
emission. The finite angular size imposed by 
the primary response of the individual ele-
ments limits the averaging time to several 
minutes for al-km baseline and a 25-m 
element size. The averaging time for observa-
tions of intense small-diameter sources may 
be considerably increased. A general practice 
is to average the visibility function of all base-
lines at equal intervals. Each sampled point 
then has about the same signal-to-noise 
although the smaller spacings in the array 
have been sampled more often than necessary. 

10.3.2 Properties of a Synthesized Beam 

A more detailed discussion of the prop-
erties of a synthesized beam is given in con-
junction with Figures 10.7 and 10.8. In 
Figure 10.7 the coverage in the (u-v) plane is 
shown for a set of observations of CAS A. 
Each point represents an observation of a 
unit time interval-hence approximately unit 
weight. The interferometer baseline is not 
aligned east-west, causing a dis placement of 
the (u-v) ellipses from the origin. 

a) Beam-Weightingandlts Effects 

The natural weighting (effective aperture 
distribution) for the array is proportional to 
the density of sampled points weighted in 
accordance to the signal-to-noise of each 
point. However, for most synthesis instru-
ments we are at liberty to weight each observ-
ation as desired, since the summation of 
Equations (10.29) and (10.30) is usually done 
in a digital computer. 

The synthesized beam and brightness 
distribution for Cas A with natural weighting 
are shown in Figure 10.8(a). If the outer 
spacings are more heavily weighted, the cor-
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Figure 10.7 The coverage in the (u-v) plane 
for observations of CAS A, using the NRAO 
interferometer. The source was tracked from hour 
angle - 6" to + 6" at baselines 100 to 900 m in 
IOD-rn intervaIs. Each point represents a 30-
minute average of the data. In practice the averag-
ing interval used is t minute. 

responding beam and brightness distributions 
are shown in Figure 1O.8(b). With this 
weighting the transfer function is u(x) ::::! 1, 
corresponding to a uniformly sampled aper-
ture. The beamwidth is smaller but the side-
lobes are higher. In Figure 1O.8(c) the beam 
and brightness distribution with the inner 
spacings weighted more heavily is given. The 
synthesized beam width is increased but there 
is a decrease of the inner sidelobes. 

b) Sidelobe Levels 

At some angles signals from parts of the 
aperture add in phase to produce ripples in 
the power pattern. These ripples are similar 
to those of filled-aperture telescopes. Two 
major causes of sidelobes are (1) diffraction 
at the edge of the aperture and (2) gaps in the 
synthetic aperture coverage in the (u,v) plane. 
The inner sidelobes caused by the aperture 
edge can be decreased by lowering the weight-
ing of the outer spacings so that the edge-like 
diffraction of the aperture extremities is 
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23h22m 23h21 m 23h22m 23h21 m 
Figure 10.8 The synthesized beam and brightness distribution for CAS A using the (u-v) eoverage 

shown in Figure 10.7. Contours are at intervals of 10 % of the peak value. Negative eontours are shown 
as dashed lines and the zero-level eontour is shown by the bold line. (a) Natural weighting, aIl points 
weighted equaIly. (b) The points weighted so as to produee a uniform transfer funetion. (e) Heavily 
tapered weighting giving a wide beam. The use of the different weighting funetions affeets the beam 
width and the sidelobes beeause of the edge-diffraetion pattern of the finite (u-v) eoverage. The grating 
sidelobe response [due to the radieal periodieity of the (u-v) eoverage] and the eoherent, near-in 
sidelobes [due to the gap in the (u-v) eoverage] are unaffeeted by the different grading funetions. 
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minimized. This is shown in Figure 1O.8(c), 
where the outer spacings have been reduced 
by weighting. However, sidelobes caused by 
gaps in' the (u,v) coverage (or feed support 
shadowing for a filled aperture) are not signi-
ficantly effected by beam-weighting. 

c) Graling Responses 

The discreteness of the interferometric 
data manifests grating responses which have 
no filled-aperture analogue. Many arrays are 
built with a regular spacing between the 
elements. This is often ealled a stepping inter-
val for a variable spacing interferometer 
(Figure 10.7). The regular stepping interval D 
causes large responses at angles of n>./ D from 
the beam center, where n is a positive integer. 
These grating responses contain the same 
energy as in the central synthesized beam and 
they cannot be reduced by beam-weighting. 
For arrays which sam pie the (u,v) plane in 
two dimensions (Figure 10.7) the grating 
energy is distributed in an approximate 
ellipse, with an intensity peak of only 10% 
for the first ring. The grating responses of the 
one-dimensional arrays, as in Figure 10.6, are 
approximately equal to the main response. 
The stepping interval ean be made smaller 
than an antenna radius, thus moving the 
response outside of the anten na primary 
beam, A(a). Some of the doser spacings less 
than the element diameter cannot be mea-
sured, and this leads to curvature in the zero 
level of the synthesized map. 

d) Bandwidth Correlation Area 

Large-frequeney bandwidths are often 
used for continuum measurements in order 
to increase the signal-to-noise ratio, which 
varies as the square root of the bandwidth. 
There are practical difficulties in using very 
wide bandwidths, however, since the charae-
teristics ofthe RF, IF, and delay systems must 
be sufficiently frequency independent over 
the frequency range of interest. 

Large bandwidths are also used to limit 
the coherence area of a synthesis array. 
Generally, a variable delay, TD' is inserted in 
the IF line in order to compensate for the 
time-variable geom!!tric delay, T(/), such that 
the delay error, dT = TD - T(/), is less than 

the reciprocal bandwidth (see Seetion 
10.2.2.b). However, the geometric delay 
varies with position in the sky, and for large 
interferometer spacings the change of the 
instantaneous geometrie delay across the 
reception area of the array (generally, the 
primary beam area ofthe individual elements) 
is larger than the reciprocal bandwidth. Thus, 
if delay is inserted to equalize the geometrie 
delay at the center of the reception area, 
radiation off-axis will not add coherently over 
the entire frequency bandwidth. In this way 
the eorrelation area of the array can be made 
smaller than the primary response area. Low-
frequeney arrays often use large bandwidths 
to limit the effective reception area (Moseley 
et al. , 1970; Erickson and Fisher, 1973). 

The details of the bandwidth eorrelation 
area can be illustrated in the following man-
ner. The ealculation of b for the synthesized 
beam or brightness distribution, given in 
Equations (10.29) and (10.30), has been 
implieitly determined using Wo, the center 
frequency of the RF band pass. At another 
frequency w within the pass band, the assoc-
iated map will appear exaetly the same except 
for the addition of a radial scale factor (wo/w) 
applied to the map coordinates. The integ-
ration over bandwidth ß(w) will produce a 
radially smeared brightness distribution 

Ip(a) = J ß(w)I('::a)dw (10.31) 

Thus, the result of an observation of a point 
source at the edge of the primary beam using a 
wide-band long-spacing array is a source 
extended in the radial direetion at about the 
same centroid position. The total flux density 
of the souree is unchanged but the peak 
brightness is lowered. In this way the response 
of the array to emission outside the primary 
beam area is rejected. 

e) Olher Effects 

A detailed analysis of many perturba-
tions affecting a synthesized map have been 
considered by Brouw (1971) and will only be 
Iisted here. 

(I) The exaet expansion of Equation (10.9) 
leads to an additional term to those in 
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Equations (10.13) and (10.14). Only for 
an east-west interferometer can the term 
be easily incorporated. The term is impor-
tant for arrays larger than a few kilo-
meters. 

(2) Errors in the synthesized pattern are 
caused by a phase offset, a phase variation, 
a baseline error or a gain variation, delay 
stepping, frequency dependence of the 
system, and time-constant effects. 

10.3.3 Sensitivity 

a) Random Noise 

The sensitivity of a radio-telescope is 
usually discussed in terms of the random 
noise fluctuations due to contributions from 
the sky brightness, ground radiation, and 
receivers. Other causes of nonrandom noise-
variously described as instabilities, atmos-
pheric attenuation, scintillation, and inter-
ference-that limit the performance of a tele-
scope or an array are discussed later. 

A radio-telescope attempts to measure 
the noise power received from a radio source 
in the presence of a much larger power from 
the receivers themselves. What is important is 
not the large power of the unwanted noise 
signal but rather the statistical fluctuations in 
that power. If we integrate noise power in a 
bandwidth Doll Hz for a time t seconds, we 
have collected Dollt independent sampies of the 
noise power. Statistical theory shows that the 
Lm.S. error in the estimate of the noise power 
is proportional to (Dollt) -ll z. The noise fluc-
tuations can be expressed in units of tempera-
ture, 

Ts 
DoTr .m .s. = 

JDollt 
(10.32) 

where Ts is the system temperature and M is 
a factor (M;::: 1) wh ich depends on the 
method of observing. The system temperature 
includes contributions from receiver noise 
(which is usually dominant at frequencies 
larger than 100 MHz), sky brightness, and 
ground radiation entering the telescope feed 
and losses in the feed itself. A complete de-
scription of the ca1culation of the system tem-

perature is given by Christiansen and Högbom 
(1969). 

In terms of a telescope with a geometric 
area Ag and efficiency 7] (typically the 
flux density (Wm- Z HZ-i) r.m.s. fluctuation 
DoSr.m.s. may be written as 

DoS = M 2kTs 
r.m.s. J tillt 7]Ag (10.33) 

where k = Boltzmann's constant = 1.38 x 
10- 23 W Hz- 1 k- 1 • An extra factor of 2 
arises with unpolarized radiation, because only 
one-half of the power is intercepted by a feed. 

The term "sensitivity" for an array has 
two interpretations, depending on the nature 
of the experiment performed. For unresolved 
sources the quantity of interest in the r.m.s. 
flux density fluctuation DoSr.m.s. given by 

DoSr.m.s. = 12 2k!,s ._1 __ 1_ (10 ) 
'\/ JDollt7]Ai Je .34 

which can be derived directly from Equation 
(10.33), with the following considerations: 

(1) M = J'2 for a correlation receiver. 
(2) Ai = geometric aperture for an interfer-

ometer = 2(Ag1 'Agz)1 / 2, where Ag1 ,z is 
the geometric aperture for each element. 
For identical elements Ai = 2Ag = total 
geometric area ofthe interferometer. 

(3) e = number of correlators. The maximum 
number of correlators is N(N - 1)/2 for 
Nelements. 

For an array with many identical ele-
ments the Lm.S. noise fluctuation is equal to 
that of a single aperture (with an ideal 
receiver M = I) with a geometric area equal 
to that of the array. For ca1culating the mini-
mum detectable flux density of a point source, 
the array configuration is inconsequential. 

For extended sources of radio emission 
the Lm.S. noise of the brightness distribution 
Dolr .m.s. is a useful parameter. The quantity is 
equal to that obtained by blurring Sr.m.s. over 
the synthesized beam. 

DoS M r.m.s. D syn 
(10.35) 
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where Qsyn is the equivalent solid angle of the 
synthesized beam. The brightness distribution 
of extended sources is commonly given in 
terms of brightness temperature Tb = (A2 j2k) 
1. Thus 

T. 1 1 A2 

ßTbr.m .s. =.J2 .JAvt 1)A j .Je Qsyn (10.36) 

The brightness sensitivity decreases with in-
creasing resolution of an array, and the sen-
sitivity to extended sources correspondingly 
becomes less. 

All of the sensitivity parameters have 
been given in terms of a root-mean-square 
value. The correct use of a sensitivity depends 
on the nature of the experiment and the 
characteristic of the fluctuations causing the 
sensitivity limit. A detection limit of five times 
the r.m.s. fluctuation is commonly used. 

Equations (10.34) to (10.36) give a lower 
bound to the sensitivities, since the assump-
tion has been made that all observations of a 
given signal-to-noise are given equal weight 
(i.e., natural weighting). In general, the effi-
ciency E of the array is equal to 

E= 

N 

LWj 
;=1 (10.37) 

where Wj is the additional weight above 
natural weighting of the ith point. If Wj = 1 
for all i, E = 1; otherwise E < 1.0. 

An important result is the reduction of 
ß/r•m.s. or ßTbr.m .s. by heavily tapering (weight-
ing more heavily) the smaller spacings. Prac-
tical arrays undersample the longer base-
lines, and consequently further weighting the 
shorter spacings while decreasing the effi-
ciency will nevertheless increase the sensitivity 
to an extended source. As an example, con-
sider the set of observations shown in Figure 
10.7. By disregarding data outside a radius R 
in the (u,v) plane, the synthesized beam area 
varies as R- 2 but the efficiency E,.., R l t2 • 

Thus ßlr.m.s. oc ßTr.m.s• oc R- 3/ 2• For an 
extended source, optimal signal-to-noise will 
be achieved when the taper is such to produce 
a beam which matches in size the smallest 

detectable source' structure. For a point 
source, however, the peak brightness in-
creases with resolution as R2 ; hence the net 
signal-to-noise is proportional to R1/ 2 , the 
efficiency. 

A limitation to useful sensitivity in many 
telescopes is confusion rather than noise. 
With present-day techniques a sensitivity 
limit of 10- 29 W Hz- 1 m- 2 is obtainable. 
The density of sources is such that at fre-
quencies less than 5000 MHz there are many 
sources above ßSr•m.s• in the primary beam of 
even the largest filled apertures. These weak 
sources produce fluctuations larger than 
ßSr.m.s. in the response of the telescope as it is 
moved. A useable sensitivity of ßSr.m .s• can 
be reached only with better resolution, i.e., 
with an extended array. 

b) Nonrandom Noise 

i) Interference 

One has achieved a great deal if observa-
tions are limited by the random noise fluctua-
tions described above. Radio astronomy has 
certain protected bands in which communica-
tions broadcasts are not permitted, but man-
made interference is an ever-present threat. 
The legal limits on the ignition system of a 
London taxi are insufficient to prevent inter-
ference at a distance of 20 miles. For this 
reason radio observatories tend to be located 
in remote locations and partially protected 
by mountain ranges. The continuous increase 
in communications, radar, and satellites makes 
the threat to radio astronomy very real. 

Arrays have an intrinsic rejection against 
interference, in that the unwanted signal must 
correlate in the proper phase and delay 
between the elements to produce interference. 

ii) Instabi/Wes 

Radio astronomy receivers have very 
high gains and small changes are amplified. 
Jumps in phase can occur due to a poor 
contact warming up, and slow drifts are not 
uncommon. Many of these instabilities can 
be calibrated out ofthe observations but often 
not perfectly. 
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iii) Atmosphere 

At longer wavelengths interplanetary 
c10uds of electrons produce scintillations of 

sources. This phenom-
enon is valuable for measuring the approxi-
mate angular size of sources. Ionospheric 
variations produce large distortions of signals 
at meter and decimeter wavelengths, as any-
one who listens to shortwave radio broadcasts 
well knows. At centimeter and millimeter 
wavelengths water vapor variations can pro-
duce variations in path length, causing large 
fluctuations in the phase in an interferometer. 
The effect of these variations causes higher 
sidelobe levels (Hinder and Ryle, 1971). 

10.4 Inversion Techniques 

I 004.1 Normal Inversion Methods 

a) Direct Inversion 

The basic inversion equations have al-
ready been given in Section 10.1 (Equations 
10.13 and 10.14). Expressed in the form of 
discrete observations, we get 

K 

I(x,y) = L WkV(UbVk) exp{ -i21T(ukx + vkY)} 
k= 1 

(10.38) 

where V(Uk,Vk) is the visibility function of the 
kth point with projected spacing (UbVk)' (x,y) 
the sky coordinate, and Wk a weighting factor 
associated with each measured visibility 
function. The corresponding synthesized beam 
is given by 

K 

P(x,y) = L Wkexp{ -i21T(UkX + vky)} 

(10.39) 

the response to a point source. Each observa-
tion corresponds to average values of the 
visibility function and (u,v) coordinates over a 
certain restricted interval discussed in Section 
10.3.1. The be am shape can be adjusted 
through the weighting parameters Wk' and the 
effect of the various weighting on the sens i-
tivity, be am size, and sidelobe levels was dis-
cussed in Section 1O.3.2.a. 

For about 2500 input (u,v) points and a 
50 x 50 output (x,y) array (a modest amount 
of data), the computing time on a medium-
sized computer is 20 minutes of execution 
time. The total number of steps requires 

n2 K n4 basic operations where n x n 
is the size of the (x,y) array and K is the 
number of sampled points. Clearly, for a 
large number of points, faster techniques must 
be resorted to. 

b) Fast Fourier Techniques 

If the K input data points are interpolated 
into a rectangular (L x M) array, the inver-
sion in Equations (10.38) and (10.39) may be 
computed in the U and v coordinates sepa-
rately, saving computing time. 

L 

I(x,y) = Lexp{ -i21TUIX} 
I 

M 

X L V' (uI,vm) exp { - i21TVmY} (10040) 

where (uI,vm) are the grid points and V' is the 
interpolated value of V (weighting inc1uded in 
V'). The number of calculation steps n2 

(M + L) 2n3 , which is less than for the 
direct inversion. 

For interferometric data obtained with a 
linear array, the Fourier inversion can also be 
computed in polar coordinates, with the 
radial and azimuthai sums separately calcu-
lated. In this case no interpolation is neces-
sary. 

Finally, by using a fast FOI,Jrier transform 
algorithm developed by Cooley and Tukey 
(1965), the number of computational steps 
may be reduced to 2n2 log2n. Both the 
(x,y) and (u,v) planes are gridded as folIows: 

Ul = I x !:J.u 
Vm = m x !:J.v 
x j = jj2n!:J.u 
Yk = kj2n!:J.v 

then 

I = -n ::::: I ::::: n - I 
m = -n ::::: m ::::: n - 1 
j -n:::::j:::::n-l 
k = -n ::::: k ::::: n - 1 

-I li-I 

I. = "" "" V' {_. jl + km} l,k If.::n Im exp Z1T --n-

(10041) 
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where (ßu, ßv) are the increments in the (u,v) 
plane and (1/2nßu, 1/2nßv) are the corres-
ponding increments in the (x,y) plane. The 
area in the sky of (l/ßu) x (l/ßv) is called 
the "field ofview." 

The fast Fourier transform is a method 
used to conveniently compute the discrete 
Fourier transform of Equation (10.41). A 
readable description ofthe technique has been 
given in Cochran et al. (967) and is not dis-
cussed in detail here. It is shown that the 
Fourier transform of N sampies can be re-
duced to a simple sum of the Fourier trans-
form of two sampies, each with NI2 sampies 
with a saving of computing time. This reduc-
ti on may be continued as long as the number 
of sampies is divisible by 2. Thus, in a sampie 
of N = 2m points the original Fourier trans-
form can be completely reduced to a number 
of computational steps much smaller than a 
straightforward application of Equation 
(10.41). 

c) Gridding 

The gridding of the data required by the 
fast Fourier transform involves two opera-
tions in the data. First, a convolution of the 
data is necessary to define the visibility 
function at the grid points. If c(u,v) is this 
convolution function, then 

V' (u,v) = f du'dv' V(u',v') c(u - u',v - v') 

(10.42) 

and 

J'(x,y) = I(x,y) C(x,y) (10.43) 

where I(x,y) is the actual brightness distribu-
tion, and J'(x,y) is the brightness distribution 
after interpolation. The functions C(x,y) and 
c(u,v) are Fourier transform pairs. 

Secondly, the sampling of the data at 
intervals ßU,ßv causes aliasing in the map. 
That is, the gridded distribution 1" is given by 

00 00 ( N M) 
1"(x,y) = 00 00 J' y+ ßv 

1 1 
lxi< ßu' lyl < ßv (10.44) 

1TßUX 

If the V'(u,v) is then sampled with interval 
ßu x ßV, aliasing occurs, as defined by 
Equation 00.44). Although attenuated by the 
I(sin xlx)1 terms, the aliasing can be very 
annoying in complicated brightness distribu-
tions. A simple solution is to enlarge the field 
of view and to significantly reduce the aliasing 
from adjacent images of the sky plane. The 
visibility function can also be convolved with 
a Gaussian function. This leads to a more 
desirable tape ring of the brightness distribu-
tion than a simple averaging into cells, but is 
more time-consuming in a computer. 

The choice of gridding also depends upon 
the type of observation. If a bright small-
diameter source of extent ßx by ßy is syn-
thesized, a grid size of ßu O/ßx), ßv 
O/ßy) (Bracewell, 1958) is acceptable. The 
aliasing ofweak emission outside ofthe source 

* A predictable relationship between the con-
volving and tapering functions exists only when the 
cells contain many data points randomly situated in 
the cell. 
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area is insignificant. At the other extreme, 
there is no need to grid more finely than about 
a half-diameter ofthe anten na size. The aliases 
are then weil outside of the primary beam 
response and the grating response. 

d) Analogue Methods 

Apart from the above digital inversion 
techniques, which are the ones that have been 
used in practice, there exist in principle a 
number of analogue procedures based on the 
Fourier transform relationship in other 
realms of physics. For example, the diffrac-
tion pattern formed by an aperture illumi-
nated by monochromatic light is the Fourier 
transform of the distribution of brightness 
across the aperture. 

If this aperture were an analogue image 
of the (u,v) plane (say a photographic emul-
sion giving both amplitude and phase changes 
to the wavefront), then the diffraction pattern 
would be an image of the sky brightness 
distribution. Some of these analogue tech-
niques have already been put into practice in 
speckle interferometry of starlight. 

10.4.2 Other Inversion Methods 

The Fourier inversion process discussed 
above typically leads to sidelobe levels of 
about 5 %, even with good interferometric 
coverage in the (u,v) plane. Thus, faint fea-
tures which are still more intense than the 
noise fluctuations can be obscured by the 
sidelobes of strong features. With incom-
plete (u,v) coverage, such as is obtained with 
a non-east-west li ne array, with sidelobe 
levels of perhaps 30%, the problem of recog-
nizing low-intensity regions is even more 
difficult. Finally, interferometric data with 
inaccurate or undetermined phase informa-
tion cannot be inverted using a Fourier 
analysis and other methods must be con-
sidered. 

Many schemes have been· developed 
which determine the brightness distribution 
from a given set of visibility functions. Most 
of the methods are not amenable to complete 
analysis because of their nonlinear character, 

so derivations of uniqueness of solution or the 
errors of solution are difficult to ascertain. 
The schemes fall into two subclasses: model-
fitting methods which use the measured 
visibility function directly to determine a 
compatible brightness distribution; and meth-
ods that use a Fourier inversion to obtain 
the brightness distribution which is then 
improved using the characteristics of the 
synthesized beam or some other criteria. 

a) Model Fitting 

Model fitting is an attempt to reproduce 
the observed visibility function using a simple 
brightness distribution which is composed of 
a collection of discrete components. The 
fitting procedure is usually an iterative one, in 
which the parameters describing the model 
(i.e., number of components, specific values 
for component parameters) are adjusted until 
a satisfactory fit is obtained between the 
observed visibility function and the model 
visibility function (Fomalont, 1968). This type 
of analysis is one which minimizes an error 
difference, 6. Vj, by adjusting a model de-
scribed by a set of parameters, Pi' such as 

K 

6.Vj = L Wk \V(UbVk) - M(Uk,Vk; PiW 
k=l (10.45) 

The summation is over the K measurement of 
the visibility function V. The weight of each 
point is Wk' and M(Uk,Vk ; P;) is the model 
visibility function with a set of input param-
eters Pi. Gaussian-shaped components are 
most commonly used because of their con-
venient Fourier transform. In specific cases, 
other component shapes can be used. A 
uniformly illuminated circular disk, for 
example, is often used in analyzing high-
resolution observations of planetary surfaces. 
Sam pie visibility functions for model sources 
are shown in the Appendix Ur. 

Model fitting is most useful in analyzing 
interferometric data of strong, isolated small-
diameter sources. For such data, which are 
completely defined by a small number of 
parameters (flux density, position and di-
ameter of each component), a model-fitting 
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technique satisfactorily determines accurate 
parameter values. The values may be difficult 
to obtain directly from a Fourier inversion 
because ofthe complication ofthe beam shape 
and sidelobes. Model fitting can be used for 
inverting complicated brightness distribu-
tions, but this requires a good method for 
minimizing L'l V and also leads to excessive 
computation time for a large amount of 
data. 

Model fitting is a useful method for 
inverting data having very poor or no phase 
information. The error 6. Vin Equation (10.45) 
can be defined in terms of the visibility ampli-
tude instead of the visibility function, but the 
analysis technique is the same. For data with 
no phase information the position of the 
brightness distribution and its axial symmetry 
is arbitrary. 

The solution of Equation (10.45) cannot 
be described in detail here. A least-square 
analysis usually leads to a nonlinear set of 
normal equations determined by 8 VJ 8P i • 

The equations can be Iinearized in the 
neighborhood of an initial guess solution and 
sm all changes of the model parameters can 
be obtained. The improved solution is then 
used as an initial guess for the next iteration 
etc. Convergence is not assured and is ver; 
slow for a complicated model. A more useful 
method, called a simplex analysis, is described 
by Nielsen (1964, p. 336). 

Bates (1969) has discussed the interpreta-
tion of interferometric data with little or no 
phase information. He describes the square of 
the modulus of the observed visibility func-
tion in terms of the position of its zero es in 
the complex (u,v) plane. The zero es form 
conjugate pairs, and a complex visibility 
function whose modulus is equal to that ob-
served can be generated by arbitrarily choos-
ing one zero from each pair. If the modulus is 
defined by N zero pairs, then there are 2N 

possible visibility functions. However, many 
of these solutions are not satisfactory because 
of significant negative response over part of 
the brightness distribution. The use of some 
phase information can furt her limit the accept-
able choice of zero pairs. 

b) Souree Subtraction 

Often maps of radio sources contain 
obvious sidelobe structure from several 
intense features in the field or other strong 
sources within the primary response and delay 
pattern. These sidelobes distort and hide weak 
and underlying structures, and it is difficuIt 
to disentangle by eye the real from the spu-
rious features. A useful method of removing 
these sidelobes is to subtract the corres-
ponding visibility function of the intense 
feature from the total visibility function. The 
inversion of the remainder will then be a map 
with the intense feature and all of its sidelobe 
removed. This process can be repeated as 
long as there are intense components which 
dominate the map. It is not necessary that the 
removed sources be within the field of view 
if a gridded inversion scheme is used after 
the subtraction. 

The parameters of the source to be sub-
tracted from the map should be precisely 
determined in order to remove completely the 
associated sidelobes. This canbe done from 
measurements from the inverted map; how-
ever, the model-fitting technique described 
above can be used to better estimate exact 
parameters for the intense features. This is 
especially true ifthe intense features are some-
what larger than the synthesized beam. 

The combination of source subtraction 
and model fitting is useful for incomplete 
aperture synthesis of relatively simple sources. 
AIthough the original map may contain side-
lobe levels of 30 %, after the subtraction of a 
reasonable model fit solution, the resuIting 
sidelobe level of the remaining structure may 
be at only a 5 % level ofthe original scale. 

e) Cleaning 

A useful method, caIIed c1eaning, cor-
rects a map for the presence of sidelobes 
(Högbom, 1973). Cleaning is a type of band-
li mi ted deconvolution in which the brightness 
distribution is decomposed into a sum of 
be am patterns. Let ID(x,y) be the brightness 
distribution found by the inversion (dirty map) 
and PD(x,y) the corresponding be am (dirty 
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beam). We wish to determine the set of num-
bers Alxi'Yi) such that 

ID(x,y) = L Ai PD (x - Xi'Y - Yi) + IR(x,y) 
i 

(10.46) 

where IR(x,y) is the residual brightness distri-
bution after the decomposition. NormaIly, 
the decomposition is made from a gridded 
high-speed inversion for faster computing. 
The solution is considered satisfactory if 
IR(x,y) is of the order of the expected noise. 

An important feature of cleaning is the 
ease with which the constraint of source size 
can be incorporated in the analysis. The field 
of search in the (x,y) plane can be arbitrarily 
limited to any region(s) by determining the 
values of A i only in the region of the expected 
emission. If the region has been properly 
chosen, IR(x,y) should be small over the 
entire field ofview. Ifthere is emission outside 
the cleaning region, it will still appear in the 
residual term. Unlike source subtraction in 
the visibility plane, the region searched for 
sources must be weIl within the field of view if 
gridded inversion schemes are used. 

The decomposition of Equation (10.46) 
cannot be done analyticaIly. An iterative 
technique commonly used is: 

(1) Determine dirty map, ID(x,y), and dirty 
beam, P D(X,y), using the same inversion 
methods. 

(2) Find maximum value in the search area of 
11 D(x,y)1 ; denoted by li at position 
(X;,Yi)' 

(3) Subtract some fraction q of the dirty beam 
centered at (Xi'y;) from the dirty map. 

ID'(x,y) = ID(x,y)-q liPD(X-Xj, y-Yi) 

(4) Go back to step (2) and operate on I D'. 

(5) Terminate the iteration cycle when 
(a) li is less than a specified value 
(b) the number of iterations exceed a limit 
(c) li stops decreasing or begins to in-

crease. 

The technique yields a set of beam pat-
terns of amplitude li and position (xi,Y), 
the sum of which approximately reproduces 

the original brightness distribution. During 
the iteration cycle the subtraction of a dirty 
beam at any point may occur several times. 
In practice the value of q 0.5 gives fast 
and accurate convergence. 

The cleaned map is obtained by the 
summation in Equation (10.46), with the 
dirty beam, PD' being replaced by a clean 
beam, Pe. The clean beam is arbitrary but is 
most conveniently taken to be a Gaussian 
function with an elliptical beamwidth which 
matches that of the dirty beam. 

Analysis of the cleaning procedure is 
difficult because of the iterative nature of the 
method. Practically the method works ex-
tremely weIl. If the cleaning area is weIl 
chosen, it is not uncommon to produce clean 
maps with no sidelobes above the noise level. 
Dirty maps with 30 % sidelobe structures can 
be cleaned to a level of a few percent with 
adequate signal-to-noise. An example of 
cleaned maps is given in Figure 10.9. The 
corresponding dirty beam and dirty map are 
shown in Figure 10.8. Care must be taken in 
the inversion process so that the dirty map is, 
in fact, the convolution of the real brightness 
distribution and the dirty beam. 

d) Maximum Entropy Analysis 

A possible new method for determining 
the brightness distribution from a measured 
set of visibility functions has been developed 
by Burg (1973) for use in auto-correlation 
data; it has been generalized by Ables (1973) 
for interferometric data. 

The usual inversion techniques (except 
for model fitting) implicitly assurne a value of 
zero for the visibility function at unmeasured 
points in the (u,v) plane. This produces larger 
sidelobes and poorer resolution than neces-
sary but, at least, defines a unique synthesized 
beam pattern-and improved maps can be 
obtained, as described in the previous section. 

The maximum entropy analysis uses only 
those measured data and derives a brightness 
distribution which is the most random, i.e., 
has the maximum entropy of any brightness 
distribution consistent with the measured 
data. The technique has been used success-
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(bI 

23h22m 23h21 m 
Figure 10.9 The results of using the c1eaning 

inversion technique on CAS A. The dirty beam 
and dirty map have been taken from that in 
Figure lO.8(b). 

fuHy on gridded one-dimensional data with 
improved resolution, virtuaHy no sidelobes, 
and !ittle extra cost in computational time. 

However, the geheralization to two-dimen-
siona! data may involve an excessive amount 
of computer time. 

Appendix 

1. Interferometric Parameters 

Various quantities associated with inter-
ferometers are shown in Figure IO.Al. Given 
aseparation of two antennas in kilometers 
and an observing frequency, the separation in 
wavelengths, the minimum fringe size, the 
maximum fringe rate due to the diurnal 
motion, and the maximum delay of a signal 
between antennas can be found. Lines corres-
ponding to the radio frequencies 30 MHz, 
300 MHz, 3 GHz, and 30 GHz as weIl as a 
typical optical frequency are given. 

The determination of accurate pulsar 
positions using the change of pulsar phase 
with the Earth orbital motion is an inter-
ferometric technique. The frequency of the 
signal is equal to the pulsar repetition rate and 
the interferometer baseline is equal to the 
diameter of the orbit of the Earth. Positional 
accuracy to about 1/100 of a fringe size is 
obtained. 

H. Fringe-Source Geometry 

A) Baseline Coordinates 

The equatorial coordinate system is 
generaIly used for describing the source and 
interferometer parameters. See Figure IO.A2. 

ex toward the point I) = 0°, h = 011 lleft-
ey toward the point I) = 0°, h = 6h handed 
ez toward the point I) = 90° system 

(1) Baseline vector B of length B (in any 
appropriate set of units) and direction 
defined from telescope 2 to telescope 1 
with coordinates Dec1ination D and hour 
angle H are given by 

(BX) (B cos D cos H) 
B y = B cos D sin H 
Bz B sin D 
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Figure lO.Al Interferometric parameters. Given the interferometer separation in kilometers and 
the observing frequency, the separation in wavelengths, the maximum delay, the maximum fringe rate, 
and the minimum fringe size can be obtained. The range of separation used for the most common 
techniques of interferometry is shown at the lower part of the diagram. 

(2) Source direction s (unit vector) given by 
decIination 0 and hOUf angle h is 

(3) For an azimuthaI description of the base-
line B in terms of Bnorth and Beast (the 
ground projections) and Bclev (the eleva-
tion difference), 

o 
-1 
o 

cos L) (Bnorth) o Beast 

sinL Be1ev 

where L is the latitude. This description is 
valid over only smal1 distances, where the 

effect of the Earth's curvature is negligible. 

(4) The delay is given by 

B·s = Bxcosocosh + Bycososinh 
+ Bz sin 0 

B(sin 0 sin D 
+ cos 0 cos D cos(h - H)) 

in the same units as B. 

(5) The angle e between the interferometer 
pole and the source is 

B·s 
cos e = - = sin 0 sin D 

IBI + cos 0 cos D cos (h - H) 
= cos (0 - D) - cos 0 

x cos D (1 - cos(h - H)) 
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(6) The fringe frequeney vf in hertz is given by 

d(eos 8) 
vf =:= IBI· dh = -IBI eos 0 eos D 

x sin (h - H) 

= eos 0 [By eos h 
- Bxsin h] 

where B is in wavelengths. 

B) Derived Quantities 

The astrometrie eoordinate system is used 
for deseribing a traeking interferometer. See 
Figure lO.A2. 

eu west to east as viewed from the souree 
ev south to north as viewed from the souree 
ew from souree to observer. 

(1) Baseline veetor B beeomes 

s 

__ ________ 

West 

(
BU == u ) 
B v == V 

Bw == B·s 

= -sin 0 eos h -sin 0 sin h 0 B; ( 
sin h -eos h 0 ) (B ) 
cos 0 eos h cos 0 sin h sm 0 Bz 

b = eu u + ev v is the projeeted spacing and 
Bw = B·s is the delay. 

(2) For a traeking interferometer the path of 
the projeeted baseline in the (u,v) plane 
over a 24-hour period is given by the ellipse 

u2 (v - vo)2 
a2 + b2 = 1 

where 

a = -JBx 2 + By2 = Beos D 
. b = a sin 0 = B eos D sin 0 
Vo = Bzcos 0 = Bsin Deos 0 

ez North 
Pole 

Equatorial 
-+---- plane 

Figure lO.A2 Equatorial and astrometrie coordinates used in interferometry. The unit veetors ex, 
e" ez form the equatorial system. The unit veetors eu, eu, ew form the astrometrie system. The direction 
of the souree is given by s. 
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Figure lO.A3 The loci of points in the (u-v) plane produced by a tracking interferometer for: (a) 
a skew baseline, (b) an east-west baseline, (c) a north-south baseline. The loci are drawn for declinations 
70°, 30°, and 10°. The solid portion of each curve is given for the hour angle range - 6h to + 6\ the 
dotted portion for the hour angles + 6k to + 18 k• The hour angle scale, which is a function only of u, 
is given at the bottom of each diagram. For declinations south of the equator, use the curve with posi-
tive declination but fiip the curves around v :::; v •. 

Examples are given in Figure 1O.A3. 

(3) The term a, a displacement from the 
phase center direction s, may be written as 

Neglecting the sky curvature one obtains, 

B'a = U!:l.1X cos S + v!:l.S = b'a 

III. Visibility Functions Corresponding to 
Simple Brightness Models 

The visibility function V(u,v) can be 
obtained from the brightness distribution 
I(x,y) using Equation (10.13) : 

V(u,v) = f dx f dy I(x,y) exp {i27T(UX + vy)} 

In Section 10.4 we discussed the general 
methods used to invert interferometric data. 
However, it is often useful to look at the 
general behavior of the visibility function in 

order to determine the approximate bright-
ness distribution, which may then be helpful 
in choosing correct inversion parameters. 
For this reason model visibility functions are 
given in Figure 1O.A4. For simplicity the 
visibility functions are plotted for an east-west 
projected spacing, except for the last plot. The 
visibility functions for any position angle can 
then be easily obtained. The visibility function 
amplitude (normalized to unity at zero spac-
ing) is shown by the solid line: the visibility 
function phase is given by the dashed line in 
units oflobes (revolutions). All ofthe models 
can be scaled. 

Details of each model are: 

(a) The visibility function for a displaced 
point source. The displacement of the 
source along the angle of resolution pro-
duces a phase gradient. A displacement of 
1 arc second gives a phase shift of 1 lobe 
at 206,265 wavelengths. 
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Figure lO.A4 The visibility functions for various brightness distribution models (see text). 
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(b) The visibility function for a displaced 
Gaussian source. The phase behavior is 
identical to the point source. The visibility 
amplitude is also Gaussian. A source of 
diameter 1 arc second (half-power di-
ameter) yields a visibility, with half-
amplitude at 91,000 wavelengths. 

(c) The visibility function for a point double 
source. The minimum amplitude and the 
change of phase between successive maxi-
ma are both related to the intensity ratio, 
R, of the double. The period of the ampli-
tude depends on the double separation. 
The sign of the phase change gives the 
direction of the stronger component, 
positive to east. The centroid of the double 
has been taken as the phase center. 

(d) The visibility function for an equal double. 
The model is similar to that of an equal 
point double, with the visibility amplitude 
multiplied by an envelope equal to the 
visibility amplitude of the individual com-
ponent. The axial ratio, s/d, of the double 
is given by the amplitude of the first 
maximum. 

(e) The loci of visibility amplitude maxima 
and minima in the (u,v) plane for a double 
source. Lines of constant maxima are 
given by the solid lines, lines of constant 
minima by the dashed lines. 

IV. Interferometric Polarimetry 

A. General Expression 

The output of a two-element interfer-
ometer given in Equation (10.11) can be 
generalized for arbitrary polarization and 
feed characteristics. If cP is the orientation of 
the feed and ° is the ellipticity, then the re-
sponse function of the feed G is 

G = ex (cos ° cos cP - isin ° sin cp) 
+ e" (cos ° sin cP + i sin ° cos cp) (1O.A4.I) 

and the voltage response to the generally 
polarized beam of Equation (10.17) is the 
complex dot product G· E for the polarized 
part of the radiation and 0/..}2) IEul of the 
unpolarized part. If G1 and G2 are the 

characteristics. of the two feeds, then the 
interferometer response is sensitive to the 
part of the radiation given by 

(G1 • E) X (G2 • E)* +!(G1 • G2) IEul2 

(l0.A4.2) 

which can be written in terms of IExI 2, IEyI2, 
Ex Ey*, Ex*Ey-the four polarization co-
herence functions. A more useful method is to 
write the response in terms of the four Stokes 
parameters, I, Q, U, and V. 

From Equations (10.11), (10.17), 
(l0.A4.1), and (10.A4.2) we get 

R(t) = exp {i27TB·s} f da F(a) exp{i27Tb·a} 

(l0.A4.3) 
with 

2F(a) = I(a) {cos (CP1 - CP2) COS(01 - (2) 

where 

- isin(cp1 - CP2)sin(01 + (2)} 
+ Q(a) {cos (CP1 + CP2) COS(01 + (2) 

- i sin( CP1 + CP2) sin (01 - (2)} 
+U(a) {sin(cp1 + CP2)COS(01 + (2) 

+ iCOS(CP1 + CP2)sin(01 - (2)} 
+ V(a) {cos (CP1 - CP2) sin(01 + (2) 

- i sin( CP1 - CP2) cos (°1 - (2)} 

(01,CP1) = ellipticity and orientation of feed I 
(°2, CP2) = ellipticity and orientation of feed 2 

B = baseline (defined from antenna 2 to 
antenna 1) 

b = projected spacing 
s = position of phase center 
a = angular coordinate 

I = E/ + E/ = total intensity 

2 [xo 

Q = Eo cos 2ß cos 2x = = Q + iU 
U = Eo 2 COS 2ß sin 2X = P = linear 

olarization 

v = Eo2 sin 2ß = Circular 
polarization 
(left-hand 
positive) 
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B. Specijic Examples 

(a) Almost parallel feeds 

</>2 = </>1 - ß</> 82 = 81 - M 

FII(a) = l(a) + Q(a) eos 2</>1 eos 281 
+ U(a) sin 2</>1 eos 281 
+ V(a) sin 281 - i/(a) ß</> sin 281 

+ smaller terms if 1 Q, U, V 

(b) Almost perpendieular feeds 

TT 
</>2 = </>1 + 2 - ß</> 

F1-(a) = Q(a) [-sin 2</>1 

- i cos 2</>1 sin 28d + U(a) [eos 2</>1 

- i sin 2</>1 sin 281] + V(a) [i eos 281] 

+ l(a) [ß</> eos 281 - iM] 

+ smaller terms if I Q, U, V 

(e) Linear polarized feeds 

81 = 82 = 0, with the orientation designated 
by F"'l,,,,,(a) 

Fo,o(a) = l(a) + Q(a) 

F90 ,90(a) = l(a) - Q(a) 

F4S ,4S(a) = l(a) + U(a) 

F13S ,13S(a) = l(a) - U(a) 

FO ,90(a) = U(a) + W(a) 

F4S ,13S(a) = - Q(a) + W(a) 

F90 ,o(a) = - F90 ,180(a) = U(a) - iV(a) 

F13S ,4S(a) = -F13S ,22S(a) 

= - Q(a) - W(a) 

(d) Cireularly polarized feeds 

arbitrary 

o = TT/4 (left hand = L), 0 = -TT/4 (right 
hand = R) 

FLL(a) = [l(a) + V(a)] exp( - i2</» 

FRR(a) = [l(a) - V(a)] exp( -i2</» 

FLR(a) = [Q(a) + iU(a)] exp{ -i2</>} 

FRL(a) = [Q(a) - iU(a)] exp{ -i2</>} 

V. Bandwidth and Fringe-Washing Funetions 

(a) The monoehr'omatic response at frequency 
w is (see Figure 10.4) 

ROJ(t) = eos {w [(T(t) - TD] 
+ wor(t) - </>(t)} 

= Real {exp [iW(T(t) - TD)] 
x exp [iWoT(t) - i</>(t)]} 

(b) The broad-band response is 

R(t) = f a(w) R",(t) dw 

where a( w) is the bandpass of the system. 
This ean be written as 

R(t) = expi[woT(t)-</>(t)] f a(w)exp{iwßr}dw 

and using ßT == T(t) - TD = delay offset 
beeomes 

R(t) =ß(ßr) exp i{wor(t) - O(t)} 

where 

ß(ßr) == f a(w) exp{iwßT} dw 

is the fringe-washing funetion. 
Examples of a(w) - ß(ßr) pairs are given 

by Christiansen and Högbom (1969). 
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